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In honor of Richard Chu, a symposium on “Thermal Management of Electronic Systems” was held at the ASME
IMECE in Washington D.C., in November 2003, where over 45 papers were presented. This special issue of the
ASME Journal of Heat Transfeis a compilation of papers selected from that symposium and is a token of
appreciation for Richard Chu’s sustained contributions to electronics cooling and thermal management of electronic
systems.

Richard Chu began his professional career at IBM in 1960 as a thermal engineer. During these early years he
worked on the development of the IBM System/360. His 1965 invention of a multilevel air-liquid hybrid cooling
design was pivotal to IBM’s successful introduction of its System/360 Model 91, the world’s highest performance
computer system at the time. The introduction of this hybrid cooling system marked the beginning of the water-
cooling era, which lasted through the years of bipolar technolgy. In 1966 he became a manager with the assignment
of establishing and leading a heat transfer technology group to develop new and improved cooling technologies.

Throughout his career, Dick has been a prolific technical innovator as demonstrated by his impressive record of
inventions. During his career he has received 38 IBM invention awards for over 100 patents and has authored over
150 patent disclosure publications. As one of the inventors of the cooling scheme for the IBM Thermal Conduction
Module (TCM), he received an IBM Outstanding Innovation Award and a Corporate Award. This high thermal
conduction technology, coupled with his modular cold plate cooling system idea, constituted the primary cooling
design for IBM’s large computer systems for over 15 years following their implementation in 1980. Variations of
this water-cooling concept were adapted by each of the major worldwide computer mainframe manufacturers during
this time period.

He also received an IBM Outstanding Innovation Award for a heat sink design and water-cooled cold plate
development. The importance of his many contributions to IBM through his creativity, thermal expertise, and
technical leadership led to his appointment as an IBM Fellow in 1983, the company'’s highest technical honor. He
is still contributing in this capacity today with a small group dedicated to exploring cooling technology for future
computers. In 1996, Dick initiated a study for the feasibility of using lower temperature cooling to enhance CMOS
performance. He co-invented a dual-channel evaporator cold-plate enabling modular refrigeration (bRIZ)g
with redundancy and concurrent maintenance. This MRC cooling concept has been used on all of IBM’'s CMOS-
based high performance computers since 1997.

In addition to providing ongoing leadership in electronics cooling and thermal management, Dick has been
looking ahead to the need for new generations of thermal engineers. He chaired the National Electronic Manufac-
turing Initiative (NEMI) technical working group in 2000 and 2002 to produce a thermal management roadmap
chapter for the NEMI Technology Roadmap. Dick is also widely known through his active participation in both
ASME and IEEE sponsored conferences, presenting papers and often serving as a keynote speaker. He is a co-
author of one of the earliest books on electronic cooling entltledt Transfer in Microelectronic Equipmerand
in 2002, he co-authored a second book entifé&rmal Management of Microelectronic Equipmenblished by
ASME Press.

The importance of Richard Chu’s contributions are widely recognized and further attested to by a number of
awards and honors he has received, including the ASME Heat Transfer Memorial Award, the InterPACK Achieve-
ment Award, and the Semi-Therm Significant Contributor Award. He was the first recipient of the Itherm Memorial
Award, and is a member and past president of the IBM Academy of Technology. He is a Fellow of ASME, American
Association for the Advancement of Science and a member of the National Academy of Engineering. He also
received honorary doctorate degrees from Purdue University and the American University of the Caribbean.

Richard Chu has been an inspiration to the electronics cooling and packaging community through his pioneering
research contributions and his invention achievements. This special issue ASHE Journal of Heat Tranfer
honors Dick’s outstanding leadership, contributions, and service.

Cristina Amon

Raymond J. Lane Distinguished Professor of Mechanical Engineering,
Director, Institute for Complex Engineered Syste(tfGES),

Carnegie Mellon University,

Pittsburgh, PA 15213

Dereje Agonafer

Professor Mechanical and Aerospace Engineering Department,

Director, Electronics, MEMS & Nanoelectronics Systems Packaging Center,
University of Texas at Arlington,
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Journal of Heat Transfer Copyright © 2005 by ASME JANUARY 2005, Vol. 127 / 1

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Next Generation Devices for
Electronic Cooling With Heat
Rejection to Air

Conventional technology to cool desktop computers and servers is that of the “direct heat

Ralph L. Webb removal” heat sink, which consists of a heat sink/fan mounted on the CPU. Although this
e-mail: rlwebb@psu.edu is a very cost effective solution, it is nearing its end of life. This is because future higher
Penn State University, power CPUs will require a lower R-value than can be provided by this technology, within
University Park, PA 16802 current size and fan limits. This paper discusses new technology that uses “indirect heat

removal” technology, which involves use of a single or two-phase working fluid to transfer
heat from the hot source to an ambient heat sink. This technology will support greater
heat rejection than is possible with the “direct heat removal” method. Further, it will
allow use of higher performance air-cooled ambient heat sinks than are possible with the
“direct heat removal” heat sink. A concern of the indirect heat removal technology is the
possibility that it may be orientation sensitive. This paper identifies preferred options and
discusses the degree to which they are (or not) orientation sensitive. It should be possible
to attain an R-value of 0.12 K/W at the balance point on the fan curve.

[DOI: 10.1115/1.180051)2

Introduction (IndHR) devices with air-cooling are defined ag®Zeneration

The most popular device used for first generation desktop Cog.gvices. Although water-cooling may be considered as an option

puter cooling is the “actiye” heat sinl_<. The cur_rently used Versiofise with heat rejection to ambient water. Future very high heat
consists of a small aluminum heat sink on which a small(&g., (gjection systems, such as servers, will likely use evaporative
60 mm diameterjs mounted. This has been found adequate fgooling of air(e.g., a closed circuit cooling tower

remove up to approximately 75 W. The device has evolved since itA key advantage of DirHR with air-cooling is that the device is
was first used with the Pentium processor. The major changa$entation insensitive. The importance of this advantage has been
have been in the physical size of the heat sink and fan, and in uaken for granted until recent work on high powéf generation
of a copper “heat spreader” to spread the heat from the eveevices. A variety of 2 generation devices have been proposed
decreasing CPU size. As a result of smaller CPU size and ifor future generation desktop computers and servers, which are
creased power, the heat flux at the CPU has significantly itie key focus of this paper. One concern of some of the devices
creased. This has resulted in great improvements of thermal intender current consideration is their orientation sensitivity. Design-
face material(TIM). ers of heat pipe systems for notebook computers are already aware
As CPU power increases and die size decreases, it appears tfidhe orientation sensitivity of heat pipes. A device that is sensi-
limits will exist on the possible power dissipation of CPUtive to orientation may not be as desirable as one that is orienta-
mounted heat sinks. The factors that will limit the possible he#ipn insensitive. Hence, this concern will be addressed in our dis-
dissipation are the heat sink plan area and height, and the fan sfagssion of 2¢ generation IndHR devices.
speed, and allowable noise. When this limit is reached, it will be
necessary to identify a new concept for heat removal.
We believe it is appropriate to introduce a new terminology fod‘:omponent Thermal Resistances
heat removal concepts. Rather than using terms, such as “active”

heat sink, we propose to introduce the following definitions: The heat transfer rate is typically defined in terms of thg driving
temperature difference between the hot surfagg) and the inlet

1. Direct Heat RemovalDirHR) for an ambient heat sink that air temperature ;). For a heat dissipation af (Watts), the

or ambient heat removal, it is unlikely that IndHR devices will be

is directly attached to the hot source. total thermal resistance is

2. Indirect Heat RemovdlndHR) for an ambient heat sink that T T
is remote from the hot source, and uses a “working fluid” to Ripi= ot aiin
transport heat from the hot source to the heat sink. q

The term “ambient heat sinklAmbHS)is defined to mean the ~ For a DirHR device, theR, typically consists of three basic
final heat rejection device that rejects heat to the ambient, via §fmponents in series—interfac®(), spreading Ry), and the
or water-cooling. Use of IndHR establishes the need for a secofi@@t Sink Ramy - The thermal resistance associated with the am-

heat sink located at the hot source. This will be called the “hdiient heat sink is calle®,,,and is a convection resistance. If an

source heat sink{HS-HS). For several years, notebook computf-ndHR the heat sink is located remote from the hot source, a

ers have used a heat pipe to accomplish indirect heat removal, Working fluid” must be used to transfer the heat from the hot
This paper will deal only with heat rejection to ambient air_surface to the convection heat sink. Possible means of heat trans-

Thus, we will define Direct Heat RemovéDirHR) devices with port are:

air-cooling as ' generation devices. Indirect Heat Removal 1. A heat pipe, which is typically used in notebook computer

2. Convection via a single-phase or two-phase fluid.

Contributed by the Heat Transfer Division for publication in th®URNAL OF . - . - .
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 12, 2004; . Use of a qukmg fluid in th? IndHR dEVICQ will involve addi-
revision received July 6, 2004. Assoc. Editor: C. Amon. tional convection thermal resistances. Consider for example the
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Fig. 1 Schematic of remotely located thermosyphon heat re-
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device illustrated in Fig. 1, which boils a fluid at the hot source

A\
and condenses it at the ambient heat sink. The associated thermal \\\\\\\“\\\\\

resistances of the indirect system are

1. Ry ¢, that is the convection resistance at the hot source.

2. Ryansp Which is the thermal resistance, associated with
transporting the working fluid to the ambient heat sink.

3. Rcep» Which is the convection resistance, associated with
transferring heat from the working fluid to the ambient heat sink. Based on the analysis of Saini and Weld, it appears that
The sum of these three additional thermal resistances is definedmginging flow with plain fins will yield the lowest possibR, .
Ring and is the additional resistance introduced by use of a worknd, it appears that the 0.15 K/W may be a practical limit for
ing fluid with an IndHR device. R., , within current design limitations. Setting values Ry, and

. R, allows one to predict the limiting heat dissipation. Assuming
Notebook computers may use a heat pipe to transfer heat fr(ar]'?g hot source is 16 mm square aRg,=0.0157 K-if/W the
the .h.Ot surface to the .heat sink. The heat pipe has th.e same tl?ﬁ?@rface resistance is 0.04 K/W. With éceso mm base area case
additional thermal resistances. Thus, the thermal resistance a: 4.0 mm thick copper heat spreader, Rag=0.142 K/W for
ciated with pressure drop of the vapor between the boiler and . L e e
condenser iR s, The working fluids used in an IndHR devices:O inging flow. Substituting these values in B4 gives Ry,

may be gases, single-phase liquids, and two-phase fluids SpecdﬂﬁS% KIW. UsingTpoi=70°C andan=35°C, one would pre-
devices that may be used to remove heat at the hot SOBIgg, | the limiting heat dissipation to be 104 W. Thus, it appears that

and transfer it to the ambient heat sink, whBke,,, exists will be tlhOeODvl\;HR devices will be limited to heat rejection values close to

addressed in a later section.

Fig. 2 Air cooled heat sink with fan

Clearly, the highest performance for any heat sink geometry
will be attained if all of the air flow from the fan passes through
the heat sink. Any design factors that allow airflow to bypass the

Limits on Direct Heat Removal With Air-Cooling heat sink fins will reduce the heat sink performance.

(DirHR)

It is important to define probable limitdVatts heat rejection) _ . )
that may be attained by DirHR devices. It is expected that DirHR =~ Generation IndHR Devices for Heat Removal at Hot

will be used as long as possible, because of their low cost. For theurce
same Watts heat rejection]2generation IndHR are expected to Figure 3 shows a tree of various indirect concepts that may be
cost more than DirHR devices. used to remove heat at the hot source surface. Phgeheration

Figure 2 illustrates a DirHR air-cooled heat sink that is deDirHR method has limited heat rejection capability. THS gen-

Z'gnketd to dlrecttly a_tl_tﬁCh Ito the cenftral prociesshor Emmli) C.’f? ration IndHR methods are expected to provide greater heat re-
esktop computer. The plan area of computer neat Sinks 1S IMitgf, 5 capability and are of specific interest here. The heat re-
by the space allocated on the circuit board. Further |ImltatI0?a

N . ; o oved from the hot source surface by a working fluid is
existin t_he hel_ght of the fan-heat_smk combination. The mounteghsferred to the remote ambient air-cooled heat sink. Excluding
fan provides air flow though the finned array, as shown in Fig.

; . ) AR ases, the working fluid may be a single-phase liquid, or a two-
The air flow through the heat sink may be either “impinging” ; ; : ;
flow or “duct flow.” The Fig. 2 heat sink must operate at thephase fluid. A key concern is whether the methods are orientation

bal int on the f B f the desi ensitive or insensitive. Figure 3 is annotated to indicate whether
alance point on the fan curve. Secause of the design geomeaX -oncepts are expected to be orientation sensitive or insensitive.
constraints, it is probable that the air flow frontal area will b

. . . . . ; %he concepts are separated into the basic categories “single-
fixed (for a given flow orientation For a given heat sink/fan P P 9 9

TR shii . i hase” and “two-phase,” which refers to the working fluid. Dis-
combination it is important to determine whether higher perfo Sussion of the ambient heat sink used to cool the working fluid
mance will be obtained by duct flow or impinging flow. Thi ill be discussed later
guestion was studied by Saini and Welk]for plain fins. They '
fixed the plan area at 60 mix60 mm and the total heat sink/fan Single-Phase Fluids. This concept uses a pump to force a
height at 50 mm. They performed analysis to determine the opsingle-phase fluid through multiple parallel micro-channels at the
mum fin pitch and fin thickness for each flow geometry using flaot source. The fluid must be sub-cooled and it must be pressur-
60 mmx60 mm fan operating at 4700 rpm. They found that thized to remain sub-cooled. Liquids are expected to provide higher
minimumR., will occur for the highest allowable fin height. Theyheat transfer performance than gases. The heated single-phase lig-
also extended the analysis to consider increased air flow rate and must be cooled in the ambient heat-exchanger. The heated
a larger heat sink size 80 mx80 mm. liquid will be cooled in micro channels in the ambient heat ex-
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Fig. 3 Tree of methods of removing heat from hot source
surface

Heat Pipe. The heat pipe is a well known concept. It has
limited orientation sensitivity.

Nucleate Boiling. Much work has been done on development
of high performance nucleate boiling surfaces. Among this is
work on boiling of refrigerants, as discussed in Chap. 11 of Webb
[3]. An excellent choice is the sintered, porous boiling surface,
which was used by Webb and YamaudHi] for their thermo-
syphon device. If water is used, the boiling surface must espe-
cially configured to boil water at very low system pressure. Chien
and Chand5] provide design recommendations and test results
on copper porous boiling surfaces fbg,= 70°C. Figure 4 shows
how the boiling coefficient is influenced by particle size.

To compare the nucleate boiling performance of different work-
ing fluids, we have estimated the pool boiling heat transfer coef-
ficient (h) for saturated boiling at 70°C on a plain surface using
the Cooper[6] correlation. Water has the highest boiling coeffi-
cient, followed by R-134A. The boiling coefficient of HFE-7200
is much less than that of R-134A. If water is used as the working
fluid, copper components are required. Water cannot be used in
aluminum, because it causes pin-hole corrosion. Water is the most
environmentally acceptable working fluid. Although water is an
environmentally acceptable fluid, a principal concern is the prob-
lem that may result from freezing. An ethylene glycol-water mix-
ture would be acceptable to protect from freezing.

Forced Convection. In forced convection vaporization, there
are “forced convection” and “nucleate boiling” components. If
vaporization occurs in micro-channels, it is probable that the

changer. Because the system operates under forced convectionuiﬂeatg boiling component will bg sma_lll compared to the forced
is orientation insensitive. More discussion of this concept is disonvection component. However, if a high performance enhanced

cussed in a later section.

Two-Phase Fluids. Higher performance is expected by usin

a two-phase working fluid than is possible with a single-phas

nucleate boiling surface is usdé.g., [5]), the process will be
nucleate boiling dominated. It is important that the exit vapor
uality be controlled to prevent dryout.

liquid. For two-phase heat removal at the hot source, the workingSpray Cooling. Thin film evaporation produced by droplet
fluid must be condensed at the ambient air-cooled heat sink. If thgray cooling has been shown to provide higher heat transfer co-
working fluid is circulated by a pump, the system will be orientaefficients, and higher critical heat flulCHF) than provided by

tion insensitive. However, a passive system will be orientatiomucleate boiling. In this approach, one uses a pump and atomizing
sensitive. If the condensate is returned to the hot source by graezzles to spray fine droplets on the hot surface, where they
ity, the device will be orientation sensitive. In this case, the boil@vaporate as a thin film. The vapor must be condensed in an
must be located at a lower elevation than the condenser. Patiached condenser. The system pressure is established by the con-
boiling systems, which do not use a pump, are orientation sengensing temperature. The condenser may be either air or water
tive. Heat pipes have height limits to their orientation sensitivitzooled, depending on the system requirements. Typically, a higher
Jet impingement devices may or may not be orientation sensitiv&ss flow rate is sprayed on the surface than is evaporated. This
at the hot surface, but how the condensate is returned to the puwilp allow attainment of a higher CHF. Because only part of the
sump will determine their orientation sensitivity. These severdifjuid flow rate is evaporated, the remaining liquid must either

concepts are discussed below.

gravity drain to a sump for recirculation by the pump, or it must

Several factors will affect the choice of an acceptable workinge entrained and carried to the condenser. Although use of a sub-
fluid. Material compatibility prevents use of aluminum with watercooled liquid will increase the CHF, the fluid will be only slightly
However, copper or brass are compatible with water. Flammab#ubcooled in practical heat rejection systems having a condenser.
ity concerns will tend to prevent use of propane, or iso-butan8lthough the primary heat transfer mechanism is evaporation of
Table 1 shows some possible candidate fluids. Environmental cdie thin liquid film at the liquid-vapor surface, some nucleation

cerns eliminate fluids having “ozone depletion potenti@dDP).

can also occur at the surface.

Recently introduced concerns include the “Global Warming Po-

HFE-7100/7200 have significantly lower GWP than R-134A, they

also have significantly lower heat transfer coefficients for the Jet Impingement¥Spray Cooling Devices. For two-phase ap-

same operating conditions.

plications, jet impingement and spray cooling both involve spray-

Table 1 Properties and operating conditions of candidate working fluids

P (MPa) Fig. of

A @ 1 atm Per (Temp= Merit
Refrigerant M (kg/kJ) (MPa) 70°C) (X1079) GWP
R-134a 102 178.0 4.06 2.162 8.37 1300
FC-72 88.47 6.80
HFE-7100 250 2.23 0.127 4.49
HFE-7200 264 125.61 2.07 0.1 90
Water 18.02 2445.0 22.12 0.031162 203 0
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Fig. 4 Boiling performance of water at T4, =65°C on 0.5 mm
thick porous boiling surfaces. P-1 ~ (100-200 um), P-2 (50-100
pum), P-3 (30-50 um), from Chien and Chang [5].

ing a liquid on the hot surface, where spreads as a thin film and: :
evaporated. However, spray cooling specifically means that t:
liquid impinges on the surface as small droplets. Most high pe |

formance work has involved spray cooling. i

Work has been done for single nozzles, or plates having clos¢ 7
spaced nozzles of very small diameter. It is very important to ha: Ti + | |
a uniform spray distribution over the heated surface area, or n¢ T ""‘
uniform surface temperature can result. Results have been water in Piezo-Electri¢’ water in

ported by Pais et a[.7], Marcos et al[8], and Xia[9] for water.

If the working fluid is water, the evaporation will occur at veryFig. 5 Spray cooling concepts: (&) Single nozzle used by Mar-
low absolute pressure for a hot surface temperature in the range&@g et al. [8], and (b) Multiple nozzle with piezo-electric vibrator
70°C. Figure 5 shows two design concepts that have been testégd by Xia [9]-

with water. Figure 5(ajllustrates the single nozzle concept used

by Marcos et al[8] to cool a 1.0 crh heat source. Figure B

shows the Xia et al.9] multiple nozzle design with atomization jiquid is pumped. The excess liquid will be drained by gravity, to
assisted by a vibrating plate driven by a piezo-electric actuat@ke |owest point, at which the pump suction line is located. If total
The outlet nozzles were approximately 1@n diameter with rientation insensitivity is desired, it will be necessary to have a
160-240um nozzle pitch. When the piezo-electric plate vibratiogjesign that allows the pump suction line to automatically relocate
reaches a certain frequen@ the vicinity of 5.0 kH3, the micro 5 the Jowest point in the system. Such concepts are possible that
liquid streams are broken into micro-drops. _ allow the pump suction line to automatically locate via gravity
Figure 6 shows the performance measured by Xia §9&for  orce to the lowest point in the system.
water boiling on a 1.0 cfnelectrically heated flat plate. The data The previous works addressed jet impingement on smooth, flat
were taken for 1.6 m/s jet velocity and 8.0 mm spacing betwe@gyrfaces. Murthy et al[10] investigated the benefits of using
the hot surface and the nozzle plate. The different nozzle diaglosely pitched micro-jets on a three-dimensional structured sur-
eters and pitche®, B, C, D) made little difference, except at theface with HFE-7200. They show that the thin film can wet a
lowest heat fluxes. This figure shows that heat fluxes as high gee-dimensional shape, which was intended lead to higher heat
900 W/cnt can be supported. The “Temperature Rise” on th@ux (based on projected base surface pegaa given wall super-
abscissa is the surface temperature above the saturation tempggat. However, this was found to be effective only in the sub-
ture. Thus, at 400 W/cfnheat flux, the boiling coefficient is ap- cooled region. They also experimented with different nozzle ori-
proximately 16.6 W/crrK, or 166 kw/nf-K. Comparing this fice shapes. Data taken at the highest heat flux (30 Ay/smow
with the nucleate boiling data of Chien and ChaBgfor a porous a heat transfer coefficient of 1.2 W/, which is quite low
surface, we see that the boiling coefficient on the porous surfaceginpared to the values for jet impingement by Chien and
400 W/cnt is significantly lower (4.2 W/crivK). Hence, jet im- Chang[5], who measured 3.75 W/&K for nucleate boiling on a
pingement provides much higher heat transfer coefficients thaimtered surfacéFig. 5) at the same heat flux.
were measured for nucleate boiling of water on a porous surfaceHeffington et al[11] used a piezo-electric transducer to vibrate
Further, jet impingement provides a much higher CHF. It is pogrplate at about 2.5 kHz, which produces a shower of small diam-
sible that a heat spreader will not be required for jet impingementter drops on the boiling surface. A multi-hole orifice plétes
because of the high heat transfer coefficient. At 400 W/cthe mm diameter holesjust above the driver assists in forming the
thermal resistance at the 1.0 £mot surface is 0.06 K/W. small drops. These drops impinge on the hot surface and evapo-
Although the atomized spray on the hot surface is insensitive tate as a thin film. This concept is similar to that of Xial,
orientation, the spray rate is several times higher than the evapithough the nozzle diameter used by Xia was much sm@ler
ration rate, so a liquid sump must exist from which the excegsoximately 100um). The concept is called “vibration-induced
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Fig. 6 Boiling heat flux versus superheat for four different
micro-nozzle plates, from Xia [9].

droplet atomization”(VIDA), and is illustrated in Fig. 7. The Fig. 7 Vibration induced droplet atomization (VIDA) boiling
V?‘por can be taken to .a remote (_:Oﬂdenser, or (._‘,an condense o fe. (a) Cross-section schematic with air cooling fins on
side walls of the cell, if the outside of the cell is cooled by congyter cylinder walls, and  (b) lllustration of droplets formed at
vection. Tests were performed using water at 100°C, and at lowgiiltiple orifice plate. From Heffington  [11].

temperatures. Their measured CHF was 109 Vi/éon 100°C

heater temperature. They do not provide data that allows calcula-

tion of the boiling coefficient. As tested by Heffington et [dl1],

the hot surface must be above the driver to allow the oversprayq

gravity drain to the driver. Another concern is the significant noi , A
generated by the piezoelectric transducer. S%Léep and 10Qum wide channel$125 channels in the heat sink

It is noted that all none of the devices discussed in this sectig?ue_thermaI conducta_nce Bavg= %W/K'. Converted t(? therma}I
used forced convection vaporization. Thus, in all, the vapor w&gSistance, the result is 0.039 K-giw/. This thermal resistance is
condensed in a reflux condenser, which makes them orientatfJfProximately equal to that of the water boiling surface of Webb

sensitive. It is probable that these concepts could be adapted @4 Yamauchi4]. Note that the stated performance data are based
forced convection concept. on predictions and single-channel data. Koo ef H#] performed

single-channel boiling tests in a 2MX70 xmXx20 mm long
Single-Phase Micro-Channel Cooling. Realistic applications and compared their predictions with the single-channel data. The
would use laminar, rather than turbulent, liquid flow in microdata and predictions agreed reasonably well.
channels. The very small hydraulic diameter would require very Jiang et al[13] constructed and tested a multi-micro-channel
high fluid velocity to obtain turbulent conditions. Further, theneat sink similar to the concept of Koo et f12]. They used 40
pressure drop of turbulent flow would be extremely high, which
would require high pump cost.

grformance is provided by the smallest channel size, large pres-
re drop exists for channels below 1pM wide. For 150um

Two-Phase Micro-Channel Cooling. Use of two-phase heat 45 Reservoirs
transfer will significantly reduce the required flow rate and pump- m .~ |
ing power, compared to liquid flow. An example of two-phase =
micro-channel cooling is that of Koo et dl12]. Their concept
used 25 parallel micro-channels machined in a silicon substrate &
and is illustrated in Fig. 8. They proposed to use an electro-kinetic 26 mm Inlet 2mm| | 25 mm
pump to force subcooled water through the micro-channels, where _+-
vaporization occurs. Koo et al. have provided predicted results P Bxit
(supported by single-channel tesfer a 25 mm square heat sink
having either 150 or 20@&m channel depth. Figure 8 shows the / |-l—-"<—2mm
thermal conductanced in W/K) as a function of channel width Microchannels —p 25 mm

(or number of channelsThe conductance) is defined either in

terms of the average surface temperatueg,f) or the maximum Fig. 8 Schematic of a microchannel heat sink from Koo et al.
surface temperature3(,,,). Although Fig. 8 shows that the best[12].
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Table 2 Air-cooled ambient heat sink concepts for indirect heat removal

Design

Option Liquid Return Liguid(or Two-PhaseBide Air-Side

1 Forced conv. Micro-Channels Flat plate with heat spreader
and air fins

2 Forced conv. Round tubes with Serpentine circuit Plate fins

3 Gravity Flat tubes with parallel circuiting Serpentine fins

4 Forced conv. Flat tubes with serpentine circuiting Serpentine fins

parallel channels and 10Qum square etched in a 2®9 stream. This is called an evaporative condenser, or evaporative
X 0.5 mm thick silicon wafer with water as the working fluid. Thisfluid cooler, depending on whether the working fluid is a vapor
device was able to reject only 30 W before flow instabilities octhat is condensed or a liquid that is cooled. When working in
curred, which resulted in large temperature excursions. Thg-borne or space applications, one may also consider rejecting
R-value of the heat sink was 0.25 K/Wr 1.5 K-cnf/W). Com-  heat to an expendable fluid that is evaporated, or by radiation to
pared to the predictions of Koo et &ll2] for 100.mx150um  space. These are beyond the scope of the present paper.

size channels, the experimental performance is far below thatDesigners of electronic cooling systems have been speculating
based on the Koo et al. analysis. It is possible that flow malyy some time about when the limits to air-cooling will reached,
distribution in the 40 channel heat sink may be responsible for t%’rcing use of water-cooled systems. Use of air-cooling is pre-

poggggé?rgiﬂga silicon wafer water-cooled heat sink is dé@rred, and it is desired to use this concept as long as possible. The

scribed by Perret et a[14]. Water flowed in a 20 mm Squarepresent paper seeks to address “high-power” applications. This is

wafer having 230um wide rectangular micro-channels. For 0.5" ambiguous term. However, for the present purposes, we will
I/min water flow rate and 100 W heat input, the measured thernfflViSion heat rejection levels in the range of 100-300 W per
resistance was quite high-approximately 0.85 K2, The per- €l€ctronic chip. If the system contains multiple, *high-power’

formance of the Perret et al. micro-channel heat sink is consid§fectronic chipge.g., a server), the system total heat rejection will

ably better than that of Jiang et 4l13]. Note that the micro- °¢ significantly higher. The author believes that power dissipation
channel concept requires use of a high-pressure micro-pump. FREUIrements in the 100-300 W are within the domain of air cool-
pump adds considerably to the cooling system cost. However, RS- However, it is necessary to consider design technology dif-
system will be orientation insensitive. If the micro-channel corférent from the DirHR devices that have been commonly used in

cept were used in a refrigerated server application, use of a hiéﬁ‘-e past. The IndHR is ideal for use of such advanced air-cooling
pressure micro-pump would not be required. echnology. ) i _

Most studies of two-phase micro-channel flow have typically More design freedom is possible for an IndHR ambient heat
shown instabilities and uneven temperature distribution on the rgfchanger than is possible for the DirHR type. For example, it is
surface. Examples of these are Hestroni ef#6] and Zhang possible to locate the IndHR ambient heat _exchanger in th_e back
et al.[16]. It is possible that the flow instabilities are, in partWall of the computer case and supply the air flow via a dedicated
caused by flow mal-distribution in the parallel channels. Flod@n- This will insure that all of the air flow from the fan passes
from the pump is discharged into a manifold, which feeds tHBrough the ambient heat sink. Very little work has been reported
parallel flow channels. It is very difficult to achieve uniform flowfor high performance ambient heat sinks. Table 2 lists four design
distribution in the micro-channels. If some channels have le§gtions for the air —cooled ambient heat-exchanger. It is assumed
flow than others, local regions of overheating will exist. Howevethat heat is transferred from a two-phase condensing vapaa
two-phase flow instability can also occur in single-channels. Cohquid) to air. The means of liquid return to the boiler is listed
siderable work has been done on design of manifold flow distribas “forced convection” or *“gravity return.” The *forced
tors for single-phase flow. Wehli7] discusses manifold design convection” concepts, which use one pump, are insensitive to
and presents numerical simulations that show the degree of fleWentation.
non-uniformity that may exist for various manifold designs. Option 1 assumes the two-phage single-phasefluid flows in

For two-phase applications, it is not practical to design for con& flat plate containing parallel micro-channels, such as shown Fig-
plete evaporation. This is because dryout will occur before 160€ 9. It would probably be necessary to use an air-cooled heat
percent vapor quality is attained, resulting in significant surfacénk of a design similar to that used in the current DirHR systems.
overheating. In a practical system, flow instabilities and unevd® achieve heat rejection goals of 100-300 W, one would a heat
heating cannot exist. More work is needed to define the conditiosi§k having quite large plan area. This would require spreading
that affect the dryout condition, the possibility of avoiding flowthe heat over a large area. Such a design is not believed to be a
instabilities, and manifold design needed to insure uniform flowractical approach to the present goal.
distribution. Option 2 would use a “finned tube” air-cooled heat exchanger,

. ) . such as used for condensers in small residential air-conditioning.
_Enhanced Two-Phase Forced Convection Cooling. This en- e types are joined by return bends to form “serpentine” refrig-
visions that a high performance nucleate boiling enhancement willy ¢ circuiting. The preferred tube diameter would be chosen to
be_l_Jsed for_the b0|I|ng surface. Th_en, the process will be nucleg{g,qt capacity requirements and may be in the range of 6-9 mm
boiling dominated. This concept differs from the enhanced nuclg meter. The design would also be applicable to the condenser
ate pooll boiling concept in that the cqndenser may also.use fo.r. tion of a heat pipe.
convection condensation, so the entire system will be msensntlveoption 3 uses a design typical of that in automotive refrigerant
to orientation. condensers. Figure 9 illustrates the air-cooled condenser design
concept. This concept uses flat tuligé mm air flow depththat
Remote Heat-Exchangers for IndHr provide little obstruction to the air flow. It provides higher air heat

The remote heat-exchanger is the final heat sink, at which heéwinsfer coefficients and lower air pressure drop than that of Op-
is rejected from the system. On earth, this will involve sensibligon 2. If all of the tubes are in parallel, the liquid return to the
heat rejection to air and water. However, it is possible to havwmiler would be gravity dominated, and device would be orienta-
“air-cooling with evaporative assist.” In this system, a water filntion sensitive.
is sprayed on the cooling surface and is evaporated into the aiOption 4 is the same as Option 3, except that the tube-side has
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Fig. 10 Air-cooled thermo-syphon and tube cross-section (16
mm tube depth) from Webb and Yamauchi [4]

As previously stated, the Fig.(l9) heat exchanger is made of
Fig. 9 Air-cooled thermo-syphon and tube cross-section (16 copper construction for use with water working fluid. The thick-
mm tube depth) from Webb and Yamauchi [4] ness of copper fins is only 2bm versus 115um for aluminum

fins. For the sameyhA/A¢,, Fig. 10 shows that the flat tube
pressure drop of the copper heat exchanger is 36% lower than that
of the aluminum flat tube heat exchanger. For 2.0 m/s air frontal

serpentine circuiting. This will make the liquid return forced convelocity and 9770 mnt frontal area, the air-side R-value of the

vection dominant and the device will be orientation insensitiv&°PPer heat exchanger is 0.05 K/W.

One would use flat tubes having small internal passages yieldingcondensing Surfaces. Vapor condenses in the tubes of the
very small hydraulic diameter. _ air-cooled heat exchanger. Surface tension force may be used to
A prototype of the Option 3 concept was built and tested bynhance the condensation coefficient. This technology uses small
Webb and Yamauch#4] for use with their thermo-syphon IndHR. micro-grooves to remove condensate from the fin tips and is well
This prototype is shown in Fig. 9 and was designed to reject 1¢fdveloped within the refrigeration industry. The extruded alumi-
W. The flat tubes of the aluminum desi¢see cross-section photonym tube used in the Fig.(® heat-exchanger has 0.2 mm high
in Figure 9)uses flat tubes of 8 16 mm cross-section and havingmicrofins. If the tube is made of copper or brass, one may use a
internal membranes that permits high internal fluid pressure. TReazed, corrugated insert. Condensate will be pulled into the cor-
air-side fins have high performance louver fins. The use of flakrs, which thins the condensate film on the flat surfaces. The

tubes yields air pressure drop considerably below that of typicglithor has work in progress to make a flat copper tube having
9.5 mm diameter round tubes used in residential air-cooled refriggicrofins, which is similar to the Fig.(8) aluminum tube.

erant condensers. It is important that a dedicated fan supply air to
this heat-exchanger, and that all of the air from the fan passedPesign for Multiple Heat Sources. If multiple heat sources
through the hea’[_exchanger. A typica| fin he|ght is approximateﬁ)(ist, as in a server, it is possible to design the remote air-cooled
8.0 mm and a small louver pitafe.g., 1.0 mm)s used to obtain heat exchanger so that the vapor generated at each heat source is
high air-side heat transfer coefficients. The heat-exchanger may'Beted to one ambient air-cooled heat exchanger for heat rejection.
made either of aluminum or copper. Figure 9 shows aluminufhe vapor from each boiler is routed to one air-cooled condenser.
and copper heat exchangers made by Webb and Yamadighi Fig. 11 is a schematic of the concept for two CPUs system. To
Joining of the tubes, headers, and fins is done by brazing. Te@sure proper return of the working fluid to each boiler, the air-
preferred design will have a high air-side heat transfer coefficie@oled heat condenser is divided into multiple zones—one for
and the smallest possible friction factor, which will result in higigach boiler. This is done using a separator disk in the headers to
air flow rate at the fan/heat-exchanger balance point. Copper f§f€ate a partitioned condenser.
offer performance advantages over aluminum fins, because the
high thermal conductivity copper fins may be made thinfeeg.,
25 ,L_Lm) and will yield high air flow rate at the balance point. §¥stem Performance for the IndHr System

Figure 10 compares the heat transfer and pressure drop perfot- ) )
mance of the Figure(8) aluminum flat tube desigf21.5 fins/in,  Consider the IndHr system designed to use water as the work-
tube diameter and plain finslesigned to give the same air-sideat a heat flux of 200 W/cfon a 1.0 cr surface area. The vapor
thermal performance. The equal thermal performance round tugenerated from this 200 W heat load is condensed in an air-cooled
design has 2-rows, is 44.0 mm deep, and has 15.7 fin3fe flat ambient heat exchanger of the Figure 9 design having 6808 mm
tube/louver fin heat exchanger performance was predicted usfhgntal are(82 mm square). The total thermal resistance is com-
the correlation of Webb et dl18], and the round tube design wagposed of the boiling resistance at the hot sourBg (), the
predicted by the Chang and Waftg] correlation. Both heat ex- condensing resistancdR§ .,nq and the air-side convection resis-
changers have the same finned frontal are (75hmm). The tance Rcc,). At q"=200W/cnf, Figure 6 indicatesRy c,
air-side heat transfer performance is definedinA/A;, , where =0.10 K/W. Based on the tests of Webb and Yamau20i02),
n is the fin efficiency, and\, is the heat exchanger frontal areathe R ¢o,=0.03 K/W, andR¢ ., =0.05 K/W. The sum of these
For the samephA/A;, as the flat tube design the round tubehermal resistances is 0.18 K/W. Note that a heat spreader is not
design has 100% higher air pressure drop than that of the flat tuleguired for jet impingement. System installation would also in-
design. Also, the air flow depth of the round tube design is 1.&®lve a spreading resistanc®y,), which may be as low as
times greater. 0.015 K/W.
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Air Cooled Condenser h = heat transfer coefficient, WK
g = heat dissipation or thermal power, W
//FQ /_/\ //:% ) q" = heat flux, W/ni-K
p = pressure, Pa
p. = critical pressure, Pa
Pr = Pl
Ry, = boiling thermal resistance, K/W
R., = condensing thermal resistance, K/IW
Ry, = convection thermal resistance, K/W
Ry = interface thermal resistance, K/W
Rsp = spreading thermal resistance, K/W
Ryt = total thermal resistance, K/W
Ryansp = thermal resistance to transport working fluid to the
ambient heat sink.
Tairin = inlet air temperature, °C
Thot = hot source surface temperature, °C
Tsae = Saturation temperature, °C
Separator T, = surface temperature, °C
n = fin efficiency
Boiler Ap = pressure drop, mm-4D
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Conclusions
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Fin Heat for Computer Cooling,Proc. ITherm 20028" Intersociety Conf. On
Thermal and Thermomechanical Phenomena in Electronic Systdays 30-
Jun 1, San Diego, CA, pp. 1-8.

[2] Saini, M., and Webb, R. L., 2002, “Validation of Models for Air Cooled Plane
Fin Heat Sinks Used in Computer Cooling?toc. ITherm 20028™ Interso-
ciety Conf. On Thermal and Thermomechanical Phenomena in Electronic Sys-
tems, May 30-Jun 1, San Diego, CA, pp. 243—-250.

[3] Webb, R. L., 1994Principles of Enhanced Heat Transfelohn Wiley & Sons,
New York.

[4] Webb, R. L., and Yamauchi, S., 2002. “Remote Heat Sink Concept for High

Power Heat Rejection,” iTHERMES 2002, Thermal Challenges in Next Gen-

eration Electronic Systemeds. Y. Joshi and S. Garimella, Millpress, Rotter-

dam, pp. 201-210, 200@AIso published in IEEE Trans. Components and

Materials Packaging, Vol. 25, pp. 608—614, 2p02

[5] Chien, L.-H., and Chang, C.-C., 2002. “Experimental Study of Evaporation
Resistances on Porous Surfaces in Flat Heat Piga®e. ITherm 20028™"
Intersociety Conf. On Thermal and Thermomechanical Phenomena in Elec-
tronic SystemsMay 30-Jun 1, San Diego, CA, pp. 236—242.

[6] Cooper, M. G., 1984, “Saturation Nucleate, Pool Boiling—A Simple Correla-
tion,” Int. J. Heat Mass Transfe3, pp. 73—87.

[7] Pais, M. R., Chow, L. C., and Mahefkey, E. T., 1992, “Surface Roughness and
its Effects on the Heat Transfer Mechanism in Spray Cooling,” ASME J. Heat

4. Several boiling concepts are available for heat removal from  Transfer,114, pp. 211-219. ‘ - _
the hot source. The highest performance and highest heat flux wiflé] Marcos, A, Chow, L. C., Du, J., Lei, S., Rini, D. P, and Lindauer, J. J., 2002,

be provided by pump actuated spray cooling.
5. Although considerable work has been done on jet impinge

ment and spray cooling concepts, none of the prototype system

“Spray Cooling at Low System Pressurel8" IEEE SEMI-THERM Sympo-
sium, pp. 169-175.

59] Xia, Chunlin, 2002, “Spray/Jet Cooling for Heat Flux High to 1 kW/gtn
18" IEEE SEMI-THERM Symposiymp. 159-163.

[

are orientation insensitive. It should be possible to adapt the Cofo) pmurthy, 3. Y., Amon, C. H., Gabriel, K., Kumta, P., and Yao, S. C., 2001

cept to orientation insensitive forced convection circulation.
6. Hot source heat removal by two-phase flow in micro-

“MEMS-Based Thermal Management of Electronics Using Spray Impinge-
ment,” Proc. of IPACK'01 July 8-13, 2001, Kauai, Hawaii, Paper

channels is yet to be established as a viable system, because_of IPACK2001-15567.

uneven heat removal at the hot source.
7. The indirect heat removal system will require a high perfor-

[11] Heffington, S. N., 2001, “Vibration-Induced Droplet Atomization Heat Trans-

fer Cell for Cooling of Microelectronic ComponentsProc. of IPACK'01,
Paper IPACK2001-15596.

mance ambient heat exchanger using a dedicated fan. Little worke] koo, J. M., Jiang, L., Zhang, L., Zhou, P., Banerjee, S. S., Kenny, T. W.,
has been done to identify such concepts. Webb and Yamauchi Santiago, J. G., and Goodson, K. E., 2000, “Modeling of Two-Phase Micro-
(2002) have described a high performance indirect ambient heat channel Heat Sinks for VLSI ChipsProc. of the 14 Annual IEEE Interna-

exchanger that uses a two-phase working fluid. tional MEMS-01 conferencénterlaken, Switzerland, pp. 422—-426.
9 P 9 [13] Jiang, L., Koo, J. M., Zeng, S., Mikkelsen, J. C., Zhang, L., Zhou, P., Santiago,

Nomenclature

A = total heat transfer surface area® m
As; = frontal heat exchanger area?m
G = conductance, W/K
Gag = conductance based on the average surface tempera-
ture, W/K
Gax = conductance based on the maximum surface tempera-

ture, W/K

Journal of Heat Transfer

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME lice

J. G., Kenny, T. W., Goodson, K. E., Maveety, J. G., and Tran, Q. A., 2001,
“Two-Phase Microchannel Heat Sinks for an Electrokinetic VLSI Chip Cool-
ing System,”Proc. of the 1" IEEE SEMI-THERM Symposiyriarch 20-22,
2001, San Jose, CA, pp. 153-157.

[14] Perret, C., Boussey, J., Schaeffer, C., and Coyaud, M., 2000, “Analytic Mod-

eling, Optimization, and Realization of Cooling Devices in Silicon Technol-
ogy,” IEEE Transactions on Components and Packaging Technol®$é$),
pp. 665-672.

[15] Hestroni, G., Mosyak, A., Segal, Z., and Zisking, G., 2002, “A Uniform Heat

Sink for Cooling of Electronic Devices,” Int. J. Heat Mass Trans#8, pp.
3275-3286.

JANUARY 2005, Vol. 127 / 9

nse or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[16] Zhang, L., Wang, E., Koo, J., Jiang, L., Goodson, K., Santiago, J., and Kenny18] Webb, R. L., Chang, Y., and Wang, C., 1995. “Heat Transfer and Friction

T., 2002, “Enhanced Nucleate Boiling in Microchannel®toc. 18" Intl. Correlations for the Louver Fin Geometryl'995 Vehicle Thermal Manage-
Conf. on Micro Electro Mechanical Systems MEMS 200%s Vegas, NV, pp ment Systems Conference Proceedi®fsE, pp. 533-541.
89-92. [19] Chang, Y.-J., and Wang, C.-C., 1997, “A Generalized Heat Transfer
[17] Webb, R. L., 2003, “Effect of Manifold Design on Flow Distribution in Par- Correlation for Louver Fin Geometry,” Int. J. Heat Mass Transfé@,
allel Micro-Channels,” Paper 35251, IPack '03, Maui, HI, July 2003. pp, 533-544.
10 / Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Thermal Design of an Airborne
Computer Chassis With
Air-Cooled, Cast Pin Fin
Coldwalls

Donald C. Price This paper document's the thermal design process required to provide effective thermal

Lie Fellow ASME management for an alrborne computer, consisting of 24 m_odl_JIes (two P/S modules and 22
PrincipaIYFellow PWB .m.odules), Whlch are edgg-cooled to two cast, pin fin coldwalls.. The computer

Raytheon Co.’ chassis is mo_unted in an electronlcs_pod mounted underneath the cgnterllne of an aircraft.

McKinney, Texas 75071’ The pod consists of several electronics bays_ a_nd a self-cor_ltalned, air-cycle, environmental

e-mail- dprice@raythebn com _control system (ECS). The computer chas_5|s is mounted in the forw_ard bay, an_d the ECS
' ' is mounted in the rear bay of the electronics pod. The ECS is an air-cycle refrigeration
system, which operates on captured ram air directed by an inlet/diffuser to an expansion
B. Elliott Short. Jr. tu_rbinQ. T_his turbine produces low-pressure, chillt_ad air,_ which is ther} direqtec_i throu_gh an

’ air-to-liquid, load heat exchanger to produce chilled liquid. The chilled liquid is piped

Lo .Mem" A.SME through small liquid lines to the forward bay of the pod, where the air-cooled computer
Senior Principal Mechanical Engineer, . : S . g . o
Raytheon Co. chassis is located. The chilled liquid is converted back to chilled air in an air-to-liquid

heat exchanger. The chilled air is supplied to the forward bay volume and is drawn
through the computer chassis coldwalls by a fan integral to the computer chassis. The
temperature of the chilled air, produced in this manner, becomes a strong function of the
altitude and flight speed of the aircraft, because of the effect of these two parameters on
the ram air mass flow rate and temperature at the inlet to the expansion turbine. The mass
flow of the air used to cool the chassis is also a variable, because the density of the air is
a function of the flight altitude and the fan has altitude-dependent operating characteris-
tics. This fan provides the flow of air through the chassis. Emphasis is placed in the design
process on the effect of the operating characteristics of the fan at altitude and the deter-
mination of the system performance curve associated with the pin fin coldwalls. This
performance curve is controlled by the pressure drop characteristics of the pin fin cold-
walls, which are a function of the Fanning f-factor and Colburn j-factor characteristics of
the cast pin fin design. Design examples are used to demonstrate the design process.
[DOI: 10.1115/1.1839583

McKinney, Texas, 75071
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Introduction vironment may be extremely adverse. For electronic equipment,

. . .. .. which is often air-cooled, the wide variance of flight altitudes
All electronic systems create an electronic power d|$S|pat|og§S

which must be properly managed if the electronics are to oper ults in _variable air densities, which can become quite I_ow at the
. : her altitudes. For electronic systems operating at altitudes up

at acce_ptable temperatures. For airborne electronic systems, S km (45 kit), the low air density will result in an extremely

most d'r.eCt app_roach to therm_al management would be to B mass flow rate, particularly if the air flow is generated by a

chilled air or chilled liquid provided by the aircraft. In cases o

new aircraft designs, the electronic dissipations of all of the elec-

tronic systems to be used on the aircraft are contemplated duriﬂ@scription of Airborne Pod

the design of the aircraft environmental control syst&@S). For ) ) o ]

electronic systems added to an existing aircraft, there often js!he electronics pod is shown in Fig. 1. Bay #1 of the pod is at

insufficient space available in the avionics bays, and the electroff¢ forward end and houses the communications antenna covered

systems must be placed in a supplemental volume called an elg¥-a radome. Bay #2, which contains several electronics chassis,

tronics pod, which is suspended from the aircraft wing or fuselage shown immediately behind bay #1. A closer view of bay #2,
i

by pylons. This pod creates the space necessary to house the %;aining s:evere}I glectronic b0é<es, is _shlown ig _Figh 2, and in-f
tronics. Most often the aircraft cannot provide any chilled air of'Udes an air-cooled computer. Bay #3 is located in the center o

chilled liquid to the pod. In addition, the aircraft cannot providd"€ POd- Bay #4 contains some additional electronics and bay #5 is

enough electrical power to operate the additional electronics gﬁ.\lll‘)tg? tthlgﬁ a'r'ﬁﬁle ECS'f which prol\llldtisdcﬁllled a'; andl
support a vapor-cycle ECS thermal management system wit ied fiquid through the use of ram air coliected by an externa

: ir inlet. A diffuser is added to the inlet to reduce the speed of
the pod. This means that the pod thermal management must'gg' arin h .
self-sustaining, and if active cooling is required, the pod mug?e a;rp::gt/tdqﬁelt;?nnig tgtgée.:]'rtsﬁ.fgas HX. Figure 3 shows the
provide the method and the means. In this application, the pod Hag air! i u in-thi Y.
a dedicated ECS mounted within the pod volume. This ECS op;
erates as an air-cycle refrigeration system. In addition to the el 09d Thermal Managgment Concept _
tronic power dissipation within the pod, the external ambient en- Many of the electronic boxes selected for use in bay #2 were
designed to be air-cooled with self-contained supply fans. This
Manuscript received April 30, 2004; revision received August 13, 2004. Revieliicluded the computer, which is the focus of this paper. Several of
conducted by: C. Amon. the chassis were new designs and were designed for cooling by
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Fig. 1 Full length side view of electronics pod indicating five different bays

chilled liquid. It was therefore decided that an ECS would bair-cooled boxes. Bays #1 and #2 are separated by a bulkhead,
designed to provide chilled air for bay #3 and the air-cooledthich has a supply and return duct consisting of holes in the

equipment in bay #2. The only way to provide the chilled air ilulkhead on either side of the pod. There is also a flow barrier

bay #2 would be to transport chilled liquid from bay #5 to bay #8eparating the port and starboard sides of the pod.

by small liquid lines through the strong baé&tructural support

section of the poyto the liquid-cooled electronics and a liquid- ) }

to-air HX in bay #2. This HX converted the chilled liquid to Thermal Design Environments

chilled air within bay #2. Figure 4 shows the location of the The external environmental temperatures listed in Table 1 are
liquid-to-air HX, which produces chilled air for bay #2. A singleysed to develop the external aerodynamic heating along the sur-
fan pushes air from the starboard side of the pod through the HXce of the pod, which must be added to the power dissipation of

to the port side of the pod. Once the chilled air produced by thge electronics. The external environment also controls the stag-
HX is on the port side of the pod, it is pushed through the folation temperature of the air at altitude, which is the temperature
air-cooled chassig#7 through #10)using fans, integral to the o the air ingested by the ram air inlet. The temperature of the air

supplied to the pod ECS HXs and expansion turbine and the HX

located in bay #2 indirectly controls the temperature of the air at

the inlet to each of the air-cooled electronic chassis in bay #2.

Cooling-Air Temperature Requirements

For the direct, air-cooled equipment housed in bays #1 and #2,
Table 2 will be used as the guide for an acceptable local ambient
environment.

Performance of ECS

The operation and performance of the ECS for the electronic
pod has been previously determined. Internal ambient air tempera-
tures were developed for a variety of flight altitudes, flight speeds,
ambient environments, and ECS operating modes. It was demon-
strated that the cooling-air supply temperatures to the electronic
boxes were as good as, or lower than, the temperatures given in
Table 2. The designs of the electronic boxes, which normally in-

Fig. 2 Isometric view of bays #1 and #2 from both the star- volve the design of the coldwalls, the prediction of the PWB edge
board side and port side of the pod showing location of an- temperatures, and the thermal design of the PWBs were not in-
tenna and electronic boxes cluded. The focus of this paper is the thermal design of one of the

electronic boxega computer subsequently described in later sec-
tions of this paper where it will be assumed that the cooling-air
supply temperatures were equal to the values shown in Table 2.

Table 1 External ambient air temperatures as a function of at-
titude

Altitude External Ambient
(km) (kft) (°C)
1.0 3.28 40.0
15 5.0 34.8
2.0 6.5 30.0
3.0 10.0 23.2
4.0 131 17.0
4.6 15.0 13.8
6.0 19.7 6.0
6.1 20.0 5.5
8.0 26.2 -5.0
Fig. 3 Transparent skin, isometric view of bay #5 showing 9.1 30.0 —9.6
ECS and ram air inlet with diffuser 10.0 32.8 -13.0
12 / Vol. 127, JANUARY 2005 Transactions of the ASME
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Fig. 4 Schematic showing thermal management concept for
air-cooled electronics located in bays #1 and #2

Fig. 5 Photograph of air-cooled computer chassis

Description of Computer Chassis ghe_ configur_atic_)n of the pin fins i_s descrit_)ed in Fig. 7. In order to
esign the pin fin coldwalls for this chassis, experimental correla-
The thermal design of a computer located in bay #2 of thtons were developed for the Fannirfgfactor and Colburn
electronics pod is discussed in this section. The computer chagsisctor, as a function of Reynolds number, for a range of pin
slides into the pod through a door on the port side of the pod Rgights and streamwise and transverse pin spacing using air as the
shown in Fig. 2. A photo of the computer chassis is shown in Figluid. The development of these correlations is described in detail
5. An exploded view of that chassis is shown in Fig. 6. In the
exploded view, slots for the 24 modulés/o P/S modules and 22
PWB modules)may be seen. These electronic boards are ed¢~ PLENUM
cooled to two cast, pin fin coldwalls on the top and bottom of th N DAkFLANE oA
chassis. The boards are inserted into their respective slots BACKELANE
plugged into a back plane, which is also visible.
The inlet plenum and integral fan are shown on the right end
the chassis, and the cooling air is drawn through the two coldwa o sueics
from left (front) to right (back), thereby passing from the port side
(cold side)to the starboard sidéhot side)of the pod. The PWBs
may be inserted and removed from the port side of the pod whe __s
the access door is located. This removal and reinsertion may |
accomplished without removing the chassis from the pod. Tt
means that the PWB card edges are aligned with the flow dire
tion of the air in the coldwalls. The coldwalls are integral to th
chassis and are constructed of cast aluminum. A casting w
specified for cost-reduction considerations in a production eny
ronment. The alternative for the design was a vacuum-braze CHERI 10
struction using coldwalls of the plate-fin type. For the cast alum’
num coldwalls, pin fins were considered to be the most suitab

TOP COVER (SIMILAR
ONE BELOW CHASSIS}
PC CONNECTORS

PONER CONNECTORS

HANDLE

Fig. 6 Exploded view of air-cooled computer chassis showing
Table 2 Maximum allowable ambient air temperatures for air- inlet air plenum, PWB card guides, and pin fin coldwalls

borne, air-cooled, electronics

8 t L
Altitude Maximum allowable lk a j ’k T
km (kft) cooling air supply
temperature —O
oC(oF) |

0.00(0.0) 55.0(131.0) 3

0.06(0.2) 55.0(131.0)

0.61(2.0) 55.0(131.0) FLOW=—p

1.52(5.0) 54.0(129.2)

3.05(10.0) 53.0(127.4)

4.57(15.0) 51.0(123.8)

6.09(20.0) 48.0(118.4)

9.15(30.0) 41.0(105.8) S

9.75(32.0) 38.0(100.4) P
10.67(35.0) 36.0(96.8)

11.28(37.0) 35.0(95.0)
12.19(40.0) 31.0(87.8)
12.80(42.0) 29.0(84.2)
13.72(45.0) 26.0(78.8) Fig. 7 Drawing of pin fin coldwall configuration indicating pin

Journal of Heat Transfer

height and pin spacings
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Table 3 PWB power dissipations for PWBs mounted in card cation, because of a high-static-pressure/high-volume-flow char-
guide slots in computer chassis acteristic curve. The fan diameter was 95 @75 in.)and the
length of the fan was 120.0 mf.72 in.). The fan requires 200V,

P;/I\:)I? ﬁgrd Power(s\'gs'pat'on 3®, and 400 Hz electrical power.

i The fan characteristic performance curve, provided by the
1 9.3 manufacturer, was plotted as the static presgpyeleveloped by
2a 31.4 ;
b 300 the fan as a function of mass flow rate. The mass flow rates were
3 13.7 measured at conditions of 101.35 kR&4.7 psia)and 15°C
4 5.7 (59°F), where the density of air is 0.001237 g?cr@.0772
5 5.7 Ibm/ft3). These are STP conditions, so that the ratio of the actual
? %2% air density to the air density at ST®@) is equal to unity. The
8 14.5 volume flow rate(Q) at STP conditions was calculated using
9 13.3
10 13.3 =m
11 13.3 Q=m/p ®)
i% 2; This calculated volume flow rate was than used to calculate the
14 13.3 mass flow rate at the sea level pressure of 101.35(kRP& psia)
15 133 at the temperature of 55°(131°F), the sea level operating tem-
16 13.3 is mili i i ionshi
17 B perature for this military environment, by using the relationship
18 14.5 .
19 14.5 Mg =[5 1[poQconsd (6)
20 14.2
g% 13-% For the sea level condition, the density of air is 0.001089 g/cm
23a 325 (0.068 Ibm/ff) and the value of the density ratiois 0.881.
23b 31.3 Since the volume flow rate is constant over altitude for this fan,
24 9.3 the mass flow rates at other altitudes and temperatures may be
Total 2003 calculated using appropriate valuescofor that altitude and tem-

perature as given in Table 4.

In order to create a new fan performance curve for the higher
altitude conditions, the static pressure developed by the fan at STP
conditions must also be multiplied by the appropriate value of
for the higher altitudes, according to procedures outlined in Ge-
bert[8]. The performance curves for this fan, created for six alti-

tudes from sea level operating conditions to operating conditions
S/d Trd Lid R&min R&1 max at 13.72 km(45 kft), are shown in Fig. 8. The fan performance
1.8-3.2 2.0-6.4 1.9-7.2 175-1100 1600—-450€urves show that the static pressure developed by the fan is a
maximum at a mass flow rate of zero. As the load on the fizass
For Rg<1000, the resulting correlations for friction factor andlow rate)increases, the static pressure developed by the fan de-
Colburnj-factor are given by Eqq1) and(2): creases to zero at the maximum flow rate.
_ _ _ _ Using the pin fin correlations, a system response curve was
f=35.1(S/d)"*4T/d)"*"{L/d) °**Re;**,  {0=+0.07§ developed through analysis of the two pin fin coldwall candidate
@) designs. In each case, the flow length of the cold wall is 152.4 mm
j=0.76(IS/d)°'16(T/d)°'2°(L/d)’o-llRego'm, {o=+0.10% (6.0 'in.) and the flow yvidth is 406.4 mn(16.0 jn.). The two
@) candidate coldwall designs in this study are designated as core #1
. ) and core #2. The dimensions of these candidate cores are shown
For Rg>1000, the correlations are given by E€3) and (4): in Table 5, which gives the pin lengih the pin diameted, the
f=0.224S/d) " 4(T/d) %4 L/d)O%6Re; O, [5=+0.09G streamwise spacin§, and the transverse spacifgof the pins.
(3) core #1 anq core #2 were s_elect_ed_ as alternative designs with pin
densities within normal casting limits.
j=0.4195d)%7(T/d)°?qL/d) *PRe; *%°, {o=+0.109 The system response curves for these two coldwall designs
(4) were plotted as the static pressure drop through the systém)

Several detailed design examples of pin fin coldwalls, using the&g atLuncttirc])n of tthe mass flow rate flowing through the SﬁStemt'h
correlations, are documented in detail in Short, Price, and R& en e system response curves were superimposed on the
[3,4] altitude performance curves for the fan that had been selected.

This graphical representation is shown in Fig. 8. In order to
. . obtain the actual mass flow rates developed by the fan-system
Design of Computer Chassis combination, the operating point of the fan is determined at the

A thermal model of the chassis, which included all of the diintersection of the fan curve and the system curve. As may be seen
mensions, materials, and conduction paths, was created usinim &ig. 8, this operating point varies with altitude indicating that
numerical modeler. This modeler has capabilities similar to corthe mass flow rate developed in the coldwall decreases with in-
mercial numerical modelers, such as MSC.Paffahand Maya creasing altitude. The operating points for the fan are shown as a
TMG Thermal[6]. The power dissipations of the 24 modules iriunction of altitude in Table 4 for each of the coldwall cores.
the computer chassis were determined and are shown in Table 3As may be seen in Fig. 8, the system response curve for core #1

The computer chassis required an integral fan to draw the aiosses the fan curves in the flat portion of the fan curve, where
through the coldwalls from the port side to the starboard side large changes in mass flow rate occur with small changes in static
the pod. With the knowledge that a pin fin coldwall design woulg@ressure, indicating that the fan efficiency in this region is not
result in large pressure drops at the flow rates that would be gowod. A better operating system would result if core #2 were used,
quired, several fans were evaluated for suitable pressure dipce the intersection of the fan curve and the system curve is on
characteristics as a function of mass flow rate. A fan, Airscrethe downslope of the fan curve. For this reason core #2 was se-
Howden Model No. 75-MA1-5747], was selected for this appli- lected for further evaluation.

in Short, Raad, and Pricel,2]. The range of validity for these
correlations is given as:

14 / Vol. 127, JANUARY 2005 Transactions of the ASME
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Table 4 Fan operating points as a function of altitude for candidate coldwall cores #1 and #2

Coldwall core #1

Altitude Mass agAp
flow rate
o

(km) (kft) plpo (kgls) (bm/min) kP a) inches HO)

0 0.0 0.881 0.0438 5.80 3.139 12.61

152 5.0 0.734 0.0431 5.70 3.035 12.19

4.57 15.0 0.503 0.0363 4.80 2.182 8.77

7.62 25.0 0.389 0.0280 3.70 1.321 5.31
10.67 35.0 0.279 0.0204 2.70 0.721 2.90
13.72 45.0 0.140 0.0136 1.80 0.423 1.70

Coldwall core #2
Mass
Altitude flow rate agAp
a

(km) (kft) plpo (kgls) (bm/min) kPa) in. H,0)
0 0.0 0.881 0.0885 11.70 1.790 7.19
1.52 5.0 0.734 0.0779 10.30 1.401 5.63
4.57 15.0 0.503 0.0567 7.50 0.762 3.06
7.62 25.0 0.389 0.0404 5.35 0.398 1.60
10.67 35.0 0.279 0.0272 3.60 0.185 0.75
13.72 45.0 0.140 0.0174 2.30 0.090 0.36

Each of the coldwall designs was evaluated using the pin foated in Table 2, and the mass flow rates, developed from the fan
performance correlations for the range of altitudes of interest. Thperating points at the operating altitudes, as shown in Table 4,
inlet air temperature to the chassis at various altitudes, as indiere used to calculate the exit air temperature from the coldwall

Table 5 Dimensions of coldwall cores selected for analysis

Coldwall dimensions Coldwall core

designation
Core #1 Core #2
Coldwall flow widthw (mm) 406.4 406.4
Coldwall flow lengthl (mm) 152.4 152.4
Longitudinal pin spacings (mm) 3.810 6.350
Transverse pin spacing (mm) 4.318 7.620
Pin lengthL (mm) 6.350 9.525
Pin diameted (mm) 1.778 2.286
S/d ratio 214 2.78
T/d ratio 2.43 3.33
L/d ratio 3.57 4.17
Hyuirm Respanse Curves
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Fig. 8 System response curves for two candidate pin fin cold-
wall cores superimposed on fan performance curves showing
fan operating points as a function of altitude

Journal of Heat Transfer

and the heat transfer coefficients between the coldwall surface and
the air.

A numerical thermal model was developed for the chassis,
which is shown in Fig. 9. Notation on Fig. 9 indicates the location
of the 24 electronic modules. These 24 modules consist of 22
PWBs and two P/S modules, which take two slots e@tbts 2a,
2b, 23a, and 23b). For this numerical model, the PWB power
dissipations from Table 3 were imposed as heat sources and the
inlet air temperature and the heat transfer coefficients from the pin
fin evaluations were used as boundary conditions to the model.

Evaluation of the chassis thermal model provides different re-
sults for each flight altitudéeach mass flow rate). The results,
shown in the temperature contour plot of Fig. 10, represent the
chassis temperatures for a sea level flight altitude. There would

be a similar model evaluation for each of the other five flight
altitudes.

Fig. 9 Finite-element model of computer chassis including top
and bottom coldwalls and PWB card slots

JANUARY 2005, Vol. 127 / 15
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Fig. 11 Color contour plot of model of front side of typical
Fig. 10 Color contour plot of finite-element model of computer PWB in computer chassis using pin fin coldwall #2 evaluated at
chassis using pin fin core #2 evaluated at sea level flight sea level flight altitude

altitude

#2 at a flight altitude of sea level. These results are shown in Fig.
Using the evaluation results from the numerical model, the terd for the front side of the board and Fig. 12 shows the results for
perature distributions along the card edge for each PWB welee back side of the board. The minimum temperature of the board
established. As would be expected, these temperatures were iadt8°C and the maximum is about 79°C.
constant, as they would be in a chassis where the flow of air wasrom this point, a bookkeeping procedure is used to predict the
perpendicular to the PWBs. Since the flow of air is parallel to thenction temperatures of each of the components on the boards.
PWB card edge, a variable coldwall slot temperature resultethe procedure may be described as follows:
Since the temperature of the PWB card edge will track these chas-

sis slot temperatures, if the contact resistance at the interfac ig" Using the board temperature shown in Fig. 11 and Fig. 12

considered, the temperature boundary condition for the ther al the sea level case, calculate the average temperature of the

model of the PWBs is a variable along the length of the boartzloard under e_ach component. . . .
edge. 2. Develop junction-to-case thermal resistance information for

each component, which is either supplied by the component ven-
) dor or developed by custom thermal models of components for
Thermal Model of a Typical PWB which the vendor information is either not available or is sus-

In order to predict the junction temperatures of all of the ele@ectéd of being inaccurate.
tronic components on each of the 24 modules in the chassis, a
numerical model was developed for each module. This numerical
model was developed and evaluated using a modeler/solver wi
attributes similar to the commercial modeler, Harvard Therme
TAS [9]. The acronym TAS stands for Thermal Analysis Software
and has a special module for the modeling and evaluation
PWBs.

The modules have dimensions of 152.4 n@0 inches)by
152.4 mm(6.0 in.) and are 5.588 mn¢0.220 in.) thick, being
comprised of two FR-4 boards with a thickness of 1.524 m
(0.060 in.)bonded to a metal core with a thickness of 2.54 m
(0.100 in.). The metal core had a thermal conductivity of 0.198
W/mm °C (5.0 W/in °C), which is greater than aluminum with a
thermal conductivity of 0.1575 W/mm °QL.0 W/in °C). The P/S - =
modules consisted of two such boards mounted side by side a
connected by flex cable.

With reference to Table 3, it may be seen that the P/S modulg
have large power dissipations on the order of 31 to 32 W, 3
would be expected. Of the other boards, most have power dis
pations on the order of 13 to 14 W, except for the PWBs in slof]
#6, #17, and #21. All of these boards were modeled and evaluat
and the component junction temperatures reported for reliabilit
analysis. One PWB, located at slot #16, which experiences tt
highest chassis temperatures and thereby the highest PWB eage
temperatures, has been selected as a typical PWB. This PWB p@s 12 Color contour plot of model of back side of typical
a power dissipation of 13.3 W. The thermal model of the PWBWB in computer chassis using pin fin coldwall #2 evaluated at
was evaluated for a chassis with coldwalls constructed with cogea level flight altitude

Il‘II

i

g 3
T
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3. Compact thermal models, which have been developed for HX = heat exchanger
direct-air-cooled PWBs are of little value for conduction-cooled Hz = frequency(cycles per second
components on edge-cooled PWBs but could be employed if IR = infrared
modified to eliminate the air-cooled resistances. The main advan-P/S = power supply
tage of compact thermal models lies in the reduction of the numPWB = printed wiring board
ber of nodes and resistances necessary to characterize the comp8TP = standard temperature and pressure
nents on the PWB for a thermal model. Variables:

4. Calculate the case-to-board thermal resistance with knowl- L )
edge of the method used to mount the component to the board. ~d = pin base diametefm]

5. With these values, the junction temperature of each compo- f = Fanning friction factor based ai, where
nent may be calculated. f=dAp/2pVZ,)

P i - /3
The next step is to consider the effect of altitude on the thermal Jl _ g;gwgrljﬂfg\?\’t?éngstth FE;]
performance of the electronic components. This requires consid- . _ <o fow rate[kg/sj

eration of the platform and the method of providing the cooling p = static pressurdkPa]

air. For an aircraft where the cooling air is provided by an aircraft Ap = pressure dropkPal

ECS, the temperature and flow rate of the cooling air is matched t = wall thickness(of heated wall)[m]

to the power dissipation of the chassis in a way that insures that |~ _ coldwall width, [m]

the exhaust temperature from the chassis is held constant. For this | _ pin length [m],

situation, experience will demonstrate that it is not necessary to Q = air volumé flow rate[m¥s]

evaluate the board temperatures at higher altitudes. Re, = Reynolds number based ah Eq.(11)

For electronic chassis that provide cooling air using a fan dedi- _ e

cated to the chassis, this is not the case. Since the fan providesl?ale‘m _ transition Reynolds number
- . . . ; S = streamwise pin row-to-row distancem]

flow that is variable with altitude and the inlet temperature of the — transverse pin center-to-center distar{ce]
cooling air to the chassis is also variable, the PWB thermal mod- , _ voltage
els must be evaluated at the maximum flight altitude of 13.72 km ) ]
(45 kft) to determine the effect of altitude on the junction temPin fin configuration parameters:
peratures. If the board temperatures are found to vary signifi-| /4 = dimensionless pin length

Cantly, the bOOkkeeping calculations must be repeated. streamwise direction dimensionless p|n Spacing

] ! i S/d
These component junction temperatures are then supplied tor/q = transverse direction dimensionless pin spacing
reliability engineers who evaluate the effect of temperature on th

PWB and system reliability.

otation:
center-to-center distance

c-Cc
Summary Greek symbols:
In summary, the electronics pod hardware has been described, — air density,[kg/n?]
as well as the pod thermal management concept, which includes p B ar gnsd'i'j' g
the generation of both air- and liquid-cooling loops through the 7= st/an ar " e\;l?rtllora itv of air at altitude to th
application of a self-contained air-cycle ECS for the pod. The /dJPo,_ ra |f09 eSTT;nS| y ofair at aftitude to the
thermal environments are discussed, and the cooling-air tempera- lensrgy ? ‘?}'r at
ture requirements are developed. The ECS performance is de- electrical phase
scribed with reference to earlier publications.
The computer chassis, the subject of this paper, is described in
detail, with respect to the hardware and the thermal design of thesferences
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A multi-grid embedded multi-scale approach is presented for conjugate heat transfer

Yogendra K. Joshi analysis of systems with a wide range of length scales of interest. The multi-scale analysis
¢-mail: Yogendra.Joshi@me.GaTech.edu involves a sequential two-step “zoom-in” approach to resolve both the large length scales
The George W. Woodruff School of Mechanical associated with the system enclosure, and the smaller length scales associated with fine

Engineering, spatial structures of discrete heat sources contained within. With this approach, compu-
Georgia Institute of Technology, tation time is shortened significantly, compared to conventional single-step computational
Atlanta, GA 30332 fluid dynamics/computational heat transfer (CFD/CHT) modeling, with a very fine mesh.
Performance of the two-step multi-scale approach is further enhanced by integrating the
multi-grid technique in the CFD/CHT solver. Implementation of the enhanced approach is
demonstrated for thermal analysis of an array of substrate mounted discrete heat sources
cooled by mixed and forced convection, with accompanying experiments performed for
validation and for the assessment of the importance of mixed convection. It is found that
the multi-grid embedded multi-scale thermal analysis reduces simulation run time by 90%
compared to the multi-grid integrated single step solution. The computed temperatures
were in good agreement with measurements, with maximum deviation of 8%.
[DOI: 10.1115/1.1852495

1 Introduction large variations in thermo-physical properties of packaging mate-

Multi-mode or coniugate heat transfer problems are commonrlials add to the numerical computation convergence difficulties.
Jug P Y Several strategies have been introduced to handle these issues.

encountered in the design of electronic Sys.te”."s’ in which airA%ong the most popular ones, faster solvers have been imple-
used as the coolant to carry away heat dissipated from aCt%@énted in several commercial packages. Among this category are

d'g't?‘" ana!og,_ragjlo frequency, a_md opt|cal dewce_s, \.Nh”e .Co?r']e approaches of block correctidBraaten and Patankd®],
ducting their mission of computation, signal transmission, sign

. . o r 29 elkar[10]), and multi-gridBrandt[11], Vanka[12], Sathyamur-
processing, routing, switching, ampllflcgtlon, storage, etc. Su% and Patankaf13], Heindel et al[14]). Another strategy is
problems were solved for many years in an uncoupled manngfgation of simplified, reduced, or compact models of components
with solution of the heat conduction equations in multiple mediay,q heat sinkéLinton and Agonafef15], Eweq16], Rosten et al.
such as the printed wiring boaf®WB) and attached heat gener- 17], Adams et al[18], Tang and Joérﬁlg], etc‘.), with small
ating components, obtained with specified convective heat transighje details lumped together and transparent to the simulation.
coefficient boundary conditions. Commonly used heat transfer agse of isotropic or anisotropic representations of multilayer PWB,
efficient correlations for PWBs include those by Aul@l], containing electrically and thermally conducting copper traces and
Miyatake and Fujii[2], Bar-Cohen and Rosehsnd®,4], Wirtz  gjgnal/thermal viagAzar and Graebnd20], Nelsor{21]), is usu-
and Stutzmaif5], Wills [6], Landis and Elenbad3], and Moffat gjly necessary for such simulations. The net effect of these mea-
and Ortegg8]. Many of these correlations explore the influencgyres is a much less dense mesh and reduced computational time,
of parameters such as geometry, temperature differential, and flgithe expense of coarser resolution of component thermal details.
conditions, on heat transfer. _ _If thermal details at component level are of interest, a follow-on

Since flow fields near the surfaces of the electronic and optiGabdeling at the smaller length scales associated with the PWB
devices attached to PWB substrate in many modern applicatiofifd the components is sometimes conducted. Very little research
are quite different from the conditions that these correlations wefigs been conducted to address how to interface the enclosure level
based on, there is a significant need to develop computatiopgbdeling results with component/board level modeling in a sys-
procedures that can easily bring in system enclosure level infigmatic manner.
ences on these computations. System level CFD/CHT simulationsThe multi-scale analysis approach demonstrated in this study
have been conducted by solving the governing equations of c@ynthesizes system and component level analyses, taking full ad-
tinuity, momentum, and energy equations simultaneously, onvantage of the merits of both. First, system level analysis is per-
discretized mesh. The multiplicity of length scales, ranging froformed, with simplified component, heat sink, and PWB models.
the heat generating silicon chip with dimensions in the ®i At this level of simulation, a multi-grid method is implemented to
scale, to system enclosure boundaries with dimension in the limprove the computational efficiency. Next, local thermal infor-
scale range, make the simultaneous resolution of all geometrioadtion, in forms of convective heat transfer coefficients, heat
details expensive, and often unrealistic. Complex geometries dhikes, solid surface temperatures, are extracted. Lastly, compo-

nent level analysis is carried out with thermal information ob-

Manuscript received April 19, 2004; revision received September 12, 2004. Ré&@ined in the second step as boundary conditions. The advantages
view conducted by: C. Amon. of this multi-scale analysis approach are shortened computation
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Coarse grid CFD/CHT modeling of a real system
with simplified board and components models.

Extraction of local thermal
information on boards or components

I

Interpolation of local thermal
information to finer grid near
boards and components

Prescription of the board and
components thermal boundary
conditions: h, q", Ty.

y

Detailed board or component level
thermal conduction analysis.

Fig. 1 Multi-scale thermal modeling: bridging the gap between system and board /component modeling

cycles, resulting from simplified component models and the multi- 2. Use of alternative simplified package, PWB, and heat sink
grid solution method, and improved accuracy of the solution atodels

the detailed component level through the use of real boundary3. Trying different boundary condition inputs for component
conditions. The methodology requires input from experiments tevel modeling

assess the importance of mixed convection effects that influenced. Refinement of thermo-physical properties used

effective PWB thermal conductivity evaluation in multi-mode

simulations. 3 Experimental Measurements

The experimental facilityFig. 2) consists of a low speed wind

2 Outline of Multi-Scale Thermal Analysis Approach  tunnel, an epoxy fiberglagsR-4)test board carrying nine plastic-
Th I h utilized is sh in Fio. 1. First | bciuad-flat-pacI(PQFP)thermaI test packages, and a computer con-
€ overall approach utilized 1S shown n Fig. 1. FIrst, a gio }glled data acquisition system. The low speed wind tunnel had a

model or system level model is developed_on a coarse grid_, w nsparent test section 30.5 cm wide, 30.5 cm high, and 90.2 cm
componentschip packages), PWBs, heat sinks, and other signi ng. The test board was placed on a layer of styrofoam with

cant parts simulated as simplified blocks of effective therm%&ckness of 2.54 cm on the bottom wall of wind tunnel test sec-

properties representipg lumped values. Thus, flow blgckage 86n. Figure 3 depicts the relevant geometric details.
fects around large discrete heat sources and heat sinks are re-

tained. In order to avoid excessive computational time and3.1 Experiment Setup Details. Each of the nine electronic
memory space consumption, fine structural details, such as coppemponents was of outer dimensions of 15.7 mm by 15.7 mm by
traces on PWB, individual component to PWB interconnects, ar2dl mm and was attached to the test board with 88 peripheral
individual fins of heat sinks, are not explicity modeled at thiseads(22 along each sideEach of these components contained a
stage. heat generating silicon chip with dimensions 7.8 mm by 7.8 mm
Thermal information from the global model, including boardy 0.5 mm thick, mounted on a copper alloy lead fraffig. 4).
and component surface temperatures, local heat transfer coeffie silicon chip was encapsulated within epoxy and contained a
cients, reference temperatures, and heat fluxes, are extracted. diffased resistive heater to dissipate power. A string of five serially
extracted thermal information is then interpolated on a finer grcbnnected diodes located at the center was used to measure the
and mapped to PWB and component level analyses as bound@iyperature sensitive forward voltage. The diodes were calibrated
conditions. In the local analysis, since only conduction in solily placing the un-powered test board in an air circulated environ-
regions is tackled, a much finer grid can be deployed to resolve
fine structures. With suitably derived boundary conditions from
the global system level modeling and appropriate structure deta™-
chip or junction temperature and temperature gradients are p Airin ‘Wind Tunnel Test Section Air out
dicted with high resolution and accuracy. —> -
As seen in Fig. 1, results from the component level local anal

sis may be fed back to the system level global analysis for a mc =

refined analysis. This may be needed when mismatch between L,

results from experimental measurements and thermal analysis PC Data 4
observed, or physically unreasonable temperature predictions ; DC Power

X . Acquisition
system or component level are encountered. Under these CII’CL S;ftcm Supply
stances, possible remedies are:

1. Refinement of grid for system level modeling Fig. 2 Wind tunnel and the rest of the test facility
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\ nd 6 1 A edge of the PWB. The electric current and signal wires were
y wind tunne. routed out through a brush-sealed slot in the side wall of the test
section. These copper wires were next connected to an external
305 dataacquisition system and D.C. power sufpk10 A, 0-20 V,
l respectively. Data collection was automated by running LabVIEW
g

software on a personal computer.
1.27 X Copper-Constantattype-T) Thermocouples of 0.13 mm diam-
») eter were used. At the inlet of the test section, a thermocouple was
: suspended in the centery plane about 23 mm from the bottom
AN D N 30.5 to measure the inlet air temperature. At the center of the top sur-
10.2 226 face of each component, a thermocouple was attached to measure
case temperature. The thermocouple measurement uncertainty is
90.15 estimated to be:0.7°C at 100°G0.8% of temperature difference

(a) Flow direction —_— between sensed and reference temperatures

The wind tunnel is an Eiffel type and designed to operate up to
5.0 m/s. Due to space restriction, details on wind tunnel calibra-
tion and free stream velocity measurements are omitted, referring
to Tang[22]. The uncertainty in the measurement of free stream
velocity was estimated to be less tha3% at 0.1 m/s and=1%

at 5.0 m/s.
In each test run, power was applied to the components, and the
178 system was allowed to achieve steady state before data collection.

Experiments were performed for imposed velocities of 0.253 m/s,
0.431 m/s, 0.514 m/s, 0.608 m/s, 0.697 m/s, 0.794 m/s, 0.992 m/s,
1.485 m/s, 2.004 m/s, 2.528 m/s, 3.051 m/s, and 3.571 m/s. The
low and high end velocities were chosen to help develop flow
regime maps to assess the importance of mixed convection. It is
: : & , y noted that no measurements of the velocities in the mixed convec-
(b) 226 tion flow were carried out, which would require a special calibra-
tion procedure. To maintain the junction temperature below
Fig.3 (a) Computational domain for system level modeling ~ (b) ~ 130°C, low to moderate power dissipation rat@s=0.3, 0.5, 0.7,
Test board with 9 PQFPs surface mounted and the block on 1.0, 1.5 W)were used.
lead model (all dimensions incm )

3.2 Experimental Flow Regime Map for Determination of
PWB Effective Thermal Conductivity. The conductive heat
mental chamber in the range of 30°C to 100°C. A quadratic curgpreading within the PWB was strongly affected by the externally
fit was employed to compute chifunction) temperature as a imposed flow regime. A smaller heat spreading region around the
function of the diode voltage. The cumulative uncertainty in thpackage was involved for forced convection dominant flow, while
silicon chip temperature determination wad.1% of the speci- more extensive spreading was found for mixed convection domi-
fied value. nant flow. For fully heated surfaces, the average Nusselt number
Copper traces for electric current inputs and signal outputs r@@parrow et al[23]) is traditionally used with the “5% deviation
diate from the foot print of each component and terminated at ongde” as the parameter to delineate the flow regimes of natural,

ing
(b) System level component modeling:

block + lead ring
(a) PQFP
Pattern Thickness
15.7
Die: 0.5
1.90 Die attach: 0.05
Paddle: 0.17
(c) Component level modeling
Bl Lead frame: 0.17
] Encapsulant: 1.90
Fig. 4 PQFP and the detailed dimension for component level modeling (All dimensions in mm )
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Table 1 Values of C ;, and C, for individual components Table 2 Thermophysical properties used for system and com-
ponent level modeling

G G

B #1 0.185 16 Material Thermal conductivityW/m-K) Emissivity

P. #2 0.2 1.6 Air 0.0263 —

P. #3 0.19 1.6 PWB 1.0(mixed convectiojf 0.9

P. #4 0.19 1.45 2.0 (forced convection

P. #5 0.215 1.45 Compact block 30 0.9

P. #6 0.205 1.45 Compact lead ring 18.7 —

P. #7 0.185 13 Encapsulant 0.3 0.9

P. #8 0.22 1.3 Die 148 _
Paddle 260 —
Lead frame mixture 138.5 —

mixed and forced convection. For conjugate heat transfer prob-
lems involving discrete heat sources, the area over which the av-
erage Nusselt number applies is unclear. As an alternative,
“modified 5% deviation rule”(Choi and Kim[24]), using maxi-
mum component temperature as the reference parameter, has
used to delineate the mixed and forced flow regimes. Using t
methodology, Sikka et a]25]developed a flow regime map for a
single PQFP mounted on a test PWB.

In the present study, flow regime maps for individual packages continuity
on the test board were developed using measured junction tem- -
peratures and the parameter*(Re’. When Gi/Re—x, the V-v=0 @
flow is dominated by natural convection. In contrast, when x-momentum
Gr*/R€—0, the flow is dominated by forced convection. For
both cases, asymptotic expressions were obtained from present pV-(u\7):— E +uV2u ©)
experimental data. A correlation for non-dimensional temperatures X
applicable across these two extreme cases was obtained by fo
lowing the asymptotic-matching procedure of Churchill and Usagi

a4.1 System Level Solution. Assuming three-dimensional,
Sle c_;ly state, laminar cqnjugate heat_ transfer with no vis_cous dis-
[pation and the Boussinesq approximation, the governing equa-
ions for system level modeling written in primitive variable form
are:

g'/-momentum

[26] . JP )
0 Grt —0.16]-n) —1/n pV‘(UV):—W"P,LLV v+ pgB(T—Trer) (4)
Re 03 Cl[ 1+ G, Rez) T ] @ z-momentum
The first term on the right of Eql) is the asymptote for forced pV~(w\7): — ‘;_P + uVew (5)
z

convection, and the second term is the asymptote for natural con-
vection, andn=6 is determined to be the blending exponent. gnergy
Values ofC, andC, were tabulated in Table 1 for each package. )

By using 5% departure from the forced asymptote as the delin-for air
eation criterion, the transition from forced to mixed convection (pC.)V - (TV)=kV2T (6)
regime occurs at G/Re?=2 for the multi-component PWB in- Pp
vestigated in this study. This is a later transition compared to afor solid
PWB with single componer(Sikka et al.[25]), where such tran- > oo ”
sition occurred at G/Re&#=0.2. (PCp)sV - (TV)=ksV"T+q 7)

whereq” accounts for internal heat generation in the components

4 Multi-Grid System Level Modeling g, and/or surface radiation energy exchangepplicable to test

. . . ) package and PWB top surfaces in contact with air
The computational domain employed for the illustration of the
g'AA

multi-scale approach is shown in Fig. 3. It includes the rectangular o . . P YR
horizontal test section of a wind tunnel in which the populated test q"= 3y Ta with q'=0oe(Ty,~ T
PWB is placed. A layer of styrofoam was used to separate the test »

board from the bottom wall of the wind tunnel. Modeling of theBoundary conditions at the channel walls:

PWB was complicated due to its anisotropic thermal properties\elocity u=v=w=0, at all the interior walls of the channel
and nonuniformly distributed surface copper metallization, which

i Ju dv  ow
was denser near the footprint of each package and sparser further ~ _ Uy at x=0; ~_ 0 atx=L

"

away. Two different metallization area coverage values of 6% and X X ox
18%, representing the low and high bounds, were selected. Baserli

on these values, and an average thermal conductivity of 0.43 emperature

W/mK for the PWB without metallization, effective thermal con- oT
ductivity values of 1.0 and 2.0 W/mK were used for the system X=L: 5:0;

level (global) simulation. A block-on-lead-ring modéFig. 4(b))

is adopted to represent components at the global level, whileAd the other walls:T=T
more detailed modé€Fig. 4(c))is employed in local modeling. All  The governing equation®)—(7) are discretized using the con-
the properties used are provided in Table 2. As indicated earligwgl volume formulation of Patankd®7] on a staggered grid dis-
two effective thermal conductivity values for the PWB are emplacement. Tang and Jogl#8] have found SIMPLER to be less
ployed, depending on the flow regime encountered, due to thfficient than Symmetrically Coupled Gauss-Seid&CGS)
nonuniformity of metallization and the difference in resultingnethod in handling pressure and velocity coupling, the perfor-
board heat spreading effects. mance of single-level grid deteriorating as the number of grid
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Table 3 Grid refinement study results for heater-on-board ge- 0.5 W to 2.0 W per component, and inlet air velocity from 0.5 m/s
ometry: with nominally uniform power input per component to 1.5 m/s, including both mixed and forced convection regimes.
Qi=1.0W, Ur=0.99m/s Additional details are available i22].
Average Heat Transfer A partial grid refinement study was conducted by evaluating
Qtop/Qtotal(%) Coefficient(w/m?K) progressively finer nonuniform grid sizes of %8652, 56X30

o CPU X54, and 60Xx32%56. As the purpose of the global model was to
Grid Size Hrs  #3  #5  #7 #3 #5 #7 predict flow and temperature fields and heat flow patterns, heat
56xX26x52 13.21 31.6 324 335 26.2 24.2 26.0 transfer coefficients and heat flow rates on selected surfaces were
56x30x54 2127 316 322 332 261 239 252 yged to determine adequacy of the grid refinement. Selected re-
60x32x56 2321 31.9 323 336 260 232 24.9 gults are shown in Table 3. A maximum difference of 1.0% in heat
dissipation rate and 4.5% in average heat transfer coefficient was
observed for the top walls of the selected components, when the
mesh was refined from the coarsest to the finest. XZBHx52
grid was determined sufficient for the system level modeling, as a
points increases. The SCGS solution method was successfully @wmpromise between computational effort and accuracy.
ployed[28] to simulate conjugate natural and forced convection With MG-SCGS, in addition to the fine grid of 5@6x52 for
from protruding heaters. generating the solution to the discretized governing equations, a

In the present study, a multi-grid SCGRIG-SCGS)method is  coarser grid of 30X 15x28 was used to generate correction factors
employed as the system level solver in-lieu of single grid SIMo the solutions on the fine grids. As the results on fine grid gets
PLER. With this method, velocity and pressure are updated simglose to a converged solution, the grid correction factors ap-
taneously on two-level grids. The equations are solved in the foffoaches zero. The interfaces of material discontinuity were rep-
of blocks consisting of momentum and continuity equations. Witfesented as control volume surfaces. Solutions were considered as
this modification, considerable saving in CPU time is realize@onverged after the three criteria mentioned were met.
The use of the multi-grid method is necessitated by the largeFigure 5 shows the sample system level temperature contours
differences in thermophysical properties and grid aspeghd velocity vectors through the center of the components on the
raticis within the solution domain, typical of electronics coolingecond column for both mixetFig. 5(a)with Gr/Ré=3.3) and
applications. _ _ forced (Fig. 5(b)with Gr/R€=0.63) convection. For both cases,

The MG-SCGS procedure used in the present study involVRSsjrcyjating cells were observed between the leading edge of the
modeling at two grid levels in the computational domain. Thyyp and the first package. These cells compressed the isothermal

. ; A - . | Fig. 5(a)-temperature contour, the rising plume indicated the
rection equations on coarser grids provide the corrections that %gn g. 5@ P Y 9p
b)

h ) ; X . X nificance of buoyancy effect. With larger inlet velociti€sg.
applied to the preceding finer grld. equations. The solution w; ), velocity and thermal boundary layers developed above the
?_?SEmed ;r?dn\\llgrgﬁgnwze” dt:‘r?nmaﬂg‘égsit\%nﬁg:;‘gﬁsa&gr\f:gﬁ' ponents. In general, with the selected level of grids and physi-

U T ges g S Tal detail of components, important flow and temperature distri-
than 1.0xX10"°. Also, at the time of convergence, overall Mas$ ition features were captured
and energy balances were maintained within 2% of the total mass '
flow into the system and total power dissipation by all the pack- 4.2 Data Extraction and Interpolation. Results from glo-
ages. The numerical modeling covered power dissipations frdmal or system level computations must be mapped to components

10.16 i i !

y(cm)

10.2 15.8 21.5 27.1 32.8 10.2 15.8 215 27.1 32.8

02 188 215 271 328 T102 158 215 271 2.8
(b) x(cm) x(cm)

Fig. 5 Velocity vectors and temperature contours for Q0=0.5W, at z=10.03cm: (a) U=0.43m/s, (Ju’+ vz)max=0.526 mM/'S, Tmax
=64.8°C; and (b) U=0.99 nV/s, (JUZ+V?) 1ax=1.21 VS, Tpax=53.7°C
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as boundary conditions to integrate modeling at the two levels.In Fig. 6(a), for mixed convection with GfR&=3.36,
Since different mesh resolution and component physical detail3~14% of the total power was dissipated by radiation from the
were used for system and component levels, interpolation of thésp surfaces of the packages. In the forced convection regime
mal information from coarser gritbxX3x5 per componensys- (Gr*/Reé?=1.26,0.562), component temperatures decrease, and
tem level to finer grid(21xX17x21 per componenfomponent radiation becomes less significant, being 8—10% of the total heat
level was next performed. In this study, surface convection bounigput.
ary conditiongB.C.) were extracted from global simulations, and |n Fig. 6(b), convection was stronger for the lowest velocity
applied to the top surface of the component under study. Tes1 m/s(mixed convectioh resulting in 5% higheQ com/Qutal
reference temperature used to calculate heat transfer coefficietinpared to forced convection. This could be due to stronger heat
was the inlet air temperature. A prescribed heat flux B.C. wapreading effect, or lower effective thermal conductivity of the
extracted and applied at the other five surfaces of the componemtgyB, and higher thermal resistance into the PWB, seen by each
A block-on-lead-ring compact or reduced model of the comp@omponent. As the velocity increases to 0.99 m/s, the PWB heat
nent was utilized for global modeling, which required special corpreading effect becomes weaker, while the effective thermal con-
sideration in mapping of extracted thermal information from thguctivity of the PWB increases, or thermal resistance between
bottom surface of a component. With this model, the leads cajoard and component gets smaller. Hence, more heat is conducted
rectly conducted a large fraction of heat from the chip to thg the board, and less is dissipated directly from the top surfaces
PWB, but through the bottom surface, instead of the side surfagsiscomponents. When air velocity increases further to 1.49 m/s,
which ought to play a significant role due to the connecting leadsie board heat spreading effect remains the same. With an increase
Thus, heat flux for the peripheral area of the bottom surface wiifi the average heat transfer coefficient, a slightly stronger convec-
lead ring attached was the net effect of the side and bottom sggn effect was observed.
face. The following measures were followed to decompose thisFigure 6(c)summarizes radiation and convection contributions
sum into the portions ascribed to the bottom and side surfacesirom top surfaces of each component. Since radiation and convec-

i. When constructing the compact model at the system IevéilOn effects of components are stronger in mixed convection re-
’ the width of the lead ringl(,, in Fig. 4(b))was set equal gime, the fraction of total heat dissipated from the top surface of
to the thickness of the Iea&l_nz 4in Fi'g 4(c)). As a result each component is higher than that for the two forced convection

al . . 1

the heat conduction area at the system level was kept {H@ses:
same as in the detailed mod@ig,q=Aving
ii. When extracting heat flux on the bottom wall of the com- 5 5 vsgriation of Chip or Junction Temperature With

ponent, the heat flux along the nodal points in the periphergl«/pe?  sikka et al[25] carried out measurements for a single

region of the bottom surface was decomposed into tWp m thick, 28 mmx28 mm, 208-lead PQFP surface mounted on
parts, the lead part and the encapsulant epoxy B, a PWB. The PWB was placed in the test section of a rotatable
= Uicad™ quoxy wind tunnel. Component 5 on the current PWB was selected to

. study the difference between cooling of single component and
The lead part was mapped to the lead frame on the side surfa tiple components on board. Component 5 is at the center of

of the package, while the epoxy part remained with the bottojp " ;i "s components, and is under the thermal wake of com-
surface. Since leads are ubiquitous in the attachment of com '

. , . nent 1, 2, and 3.
BregatlSdI;O PWBS, the preceding formulation can be applied ratr%erCompared to cooling of single component on a board, cooling

of multiple components, in general, is deteriorated due to thermal
interference between neighboring components. For multiple com-
. ponents, convection cooling of components in the rear rows suf-
5 Component Level Modeling fers from heating of the air by components in the front (®w
The boundary condition inputs obtained from the global analgonduction cooling through board also suffers from the thermal
sis were convection coefficients for the top surface and heat fludglanketing effect of the neighboring components.
for the other surfaces of the components. Convergence criteria orAs shown in Fig. 7, the above mentioned thermal interference
energy balance and relative change of temperature were 2% afigct is not significant in forced convection and high velocity end
1.0x10° 5, respectively. The refined component model and dpf the mixed convection regime. As the buoyancy force gets stron-
mensions of the PQFP are shown in Fi¢c)4A silicon chip was ger, the thermal interference becomes significant and cooling of
placed at the center of the epoxy encapsulant. The (g was components in the rear rows gets worse, leading to higher tem-
bonded to the copper alloy paddle lead frame using a die attaegrature for component 5 compared to the single component case.
epoxy. The 88 leads peripherally extending from the packafetween Gf/Re?=0.1 to 10, temperature variation with GR€
could be modeled explicitly. However, this was not necessafgr single component is more vigorous, as shown in Fig. 7. The
since the amount of heat conducted from the root of leads wslepe for the data points of the single component studied by Sikka
known from the previous section. As an alternative, heatdily,, €t al-[25]is steeper compared with that for the data points for the
mapped from the lead ring was applied to the area of side surfaggérent study. This explains the earlier transition from forced to
as boundary condition. mixed convection for single component on board mentioned in

) section 4.1.
5.1 Heat Flow Paths. Figure 6 shows heat flow paths for

individual components. Three inlet velocitigs,;=0.61, 0.99,

and 1.49 m/s were considered, corresponding tb/Re&=3.36, 5.3 Junction Temperature Prediction for Different Power
1.26, and 0.562 respectively. The first value corresponded ltevels. Figure 8 compares the junction temperatures predicted
mixed convection, while the other two fell in the forced convecfrom the multi-scale analysis approach with experimental mea-
tion regime. For mixed convection regime, conduction he&urements. In Fig. @), results for three power levels were pre-
spreading within the PWB is stronger, extending to regions withgented, corresponding to mixed convection. The difference of chip
less dense metallization, resulting in a lower effective bulk thejdnction-to-ambient temperature between experimental measure-
mal conductivity of the PWB of 1.0 W/mK. For forced convectionments and multi-scale analysis is within 7.7% for all the packages.
regime, heat spreading in the board is localized to regions closeVitth inlet velocity of 0.99 m/s, comparison was made for three
the footprint of the component with denser metallization, leadingower levelsQ;=0.5, 1.0, and 1.5 W per component, correspond-
to a higher effective bulk thermal conductivity of the PWB of 2.0ng to Gi/Re&?=0.63, 1.26, and 1.89 respectively. For all three
W/mK. cases, the differences are within 6.4%, as shown in Kig). 8
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When inlet velocity increases to 1.49 m/s, with nominal power
Q;=1.0, and 1.5 W, which corresponds to strong forced convec-
tion (Gr/R€=0.562, and 0.842), the differences are within
6.9%, as shown in Fig.(8).

5.4 Computational Time Savings. Evaluations of CPU
time consumption were performed for nominally uniform power
input per component ofQ;=1.0W and air velocity U s
=0.99 m/s. Both MG-SCGS and SIMPLER were employed as the
solution methods at the system level. For the same configuration,
with identical power inputs and air velocity mentioned above,
when the 56X26x52 grid was used, SIMPLER took 153.5 CPU
hours to get converged results, in contrast to only 11.76 CPU
hours required by MG-SCGS. Similar results were obtained for
other meshes and power and velocity inputs. Larger saving in
CPU time may be expected when the mesh is further refined.

6 Conclusion

A multi-scale thermal analysis approach using a multi-grid nu-
merical technique was presented for a combined conduction,
mixed convection and radiation heat transfer application, charac-
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Fig. 8 Comparison of junction temperature from multi-scale thermal analysis with experimental measurement:

for Q;=0.5 W) nm/s; (b) U,=0.99m/s; and (c) U,=1.49m/s

teristic of electronics cooling. With this approach, good agreement
between temperature predictions and experimental measurements, T =
along with significant computational time saving were achieved. u, v, w =
While the computing capabilities are continually increasing, the /
approach reported in this work will provide added benefits over x y 7

such increased computational power. The following features we
crucial to the success of the approach:

1. Adequate selection of reduced component and substrate
model, and evaluation of effective component and board thermal

conductivity.
2. Application of computationally efficient system level solver

through integration of multi-grid with an efficient pressure and

velocity coupling strategy, such as SCGS.

3. Integration of coarse system level analysis with detailed

(8) U,er=0.61 (0.43

Re

Reynolds number ReU,H/v
temperaturg°C)

velocity componentgm/s)
velocity vector

coordinate directions

\Y,

e
reek letters

thermal diffusivity (m?%/s)

coefficient of volumetric thermal expansi¢i/K)
non-dimensional temperature= ;i H(T;— Trep) /Q;
Emissivity

dynamic viscosity(Kg/s-m)

kinematic viscosity(m?/s)

= Stefan-Boltzmann constant, 56108 W/m?-K*

QT ® ™R
Il

component level analysis, implemented as a systematic approagtbscripts

While the approach was demonstrated with good agreement for air
PQFP with peripheral leads, it can be easily extended to area arra\f“’

interconnect components, such as Ball Grid ArfBGA) pack-

ages, of which conduction through bottom solder balls and con-
vection from top surface both played important heat transfer roles.
The PWB in the current study was regarded as isotropic due to "€
insignificant in-plane thermal conductivity variation, compared to
cross-plan values. If conduction in the two directions are signifi-

= properties for air

e = average value

c = case temperature

i = component index=+1~9

j = junction temperature

f = temperature or velocity at the inlet of the channel
solid

wall

s:
W =

cantly different, the PWB should be modeled orthotropically.  Special

AA = radiation surface area of the control volume block,
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A DOS-Enhanced Numerical
mamm.spaoe || S1MUIAtion of Heat Transfer and
et - E[yjd Flow Through an Array of

et r Offset Fins With Conjugate
e rnenaren 1 Heating in the Bounding Solid

School of Engineering,

University of St. Thomas, The method of Design of Simulation (DOS) was used to guide and enhance a numerical
St. Paul, MN simulation of fluid flow and heat transfer through offset-fin arrays which form the interior
geometry of a cold plate. The basic problem involved 11 independent parameters. This
Paul W. Chevalier prohibitive parametric bL_Jr_den was Iesse_ned by the crez_;\tive use of nondimensional_ization
; ie that was brought to fruition by a special transformation of the boundary conditions.
Mechanical Engineering Department, Subsequent to the reduction of the number of parameters, the DOS method was employed
University of Minnesota, to limit the number of simulation runs while maintaining an accurate representation of the
Minneapolis, MN parameter space. The DOS method also provided excellent correlations of both the di-

mensionless heat transfer and pressure drop results. The results were evaluated with
respect to the Colburn Analogy for heat and momentum transfer. It was found that the
offseting of the fins created a larger increase in the friction factor than that which was
realized for the dimensionless heat transfer coefficieROl: 10.1115/1.1800531

Introduction The specific cold-plate configuration to be considered here is an
rray of offset fins contained between two large cover plates. The
ray is made up of a large number of rows such that it is expected
gt sufficiently far downstream from the array inlet, a periodic
ow pattern will develop. This type of flow pattern is called pe-
odically fully developed by Patankar, Sparrow, and LilR].
here is, however, a hydrodynamic development region which

The use of cold plates as a means for cooling electronic equ
ment is a well-established technology. However, in response to
ever-increasing heat loads that must be dealt with, the geome
complexity of cold plates has increased markedly in recent yea
For example, in a very recent application involving the cooling
magnetrons for radar applications, a cold-plate configuration h o . . : '
been proposed in which the passages for the coolant consis st be dealt‘ Wlth in the numerical 5|mlulat|on. Wlth regard to
five highly distinctive geometries in series, each with its ow eat transfer, it is t_expec_ted that there will also exist a thermally
particular complexity. Although, in principle, experiments can peeveloped regime in which the heat transfer coefflcu_ent for ea_ch
undertaken for specific cold-plate geometries, this approach is figedule of the array becomes a constant. Here again, there is a
cost-effective during a development process in which optim&§9ion immediately downstream of the inlet in which the tempera-
geometrical passage configurations are being sdugttd]. ture field develops.

To facilitate an evaluation of the characteristics of various can- The goals of the research encompass both heat transfer and
didate cold-plate geometries, effective use may be made of myessure drop. From the standpoint of engineering practice, em-
merical simulations. Although this approach is, in principle, welPhasis will be placed on identifying those geometrical and oper-
suited for the identification of optimal configurations, it, too, hadting parameters which have the greatest impact on the aforemen-
potential operational drawbacks. For instance, an appraisal of figned results. The identification of the relative importance of the
number of independent parameters which describe the geometrigaiameters will be enabled by the DOS method. In addition to the
and operating conditions may well reveal a dozen or more. Asiéentification of the importance of the various parameters, the
consequence, a more efficient approach that goes beyond nfefS method will provide quantitative algebraic relationships for
numerical simulation must be employed. the dimensionless heat transfer coefficiéthie Stanton number)

In the present investigation, where a highly complex, thre@nd the dimensionless pressure gradiémttion factor). The de-
dimensional flow passage is to be considered, there are a totatesmination of Stanton numbers and friction numbers enables the
11 independent geometrical and operating parameters. This pewaluation of the Colburn Analogfa modification of the Rey-
hibitive parametric load has to be reduced to a more reasonabt#ds Analogy). The nature of the flow field development will be
set before simulation can be considered. Two techniques wenhibited by means of contour diagrams.
employed to diminish the number of parametric inputs. One of The numerical simulations were performed by means of
these is skillful use of nondimensionalization. The other techniqNSYS FLOTRAN software. This is a finite-element-based pro-
is akin to the well-established method used in experimental wogkam that is one of the suite of programs of the ANSYS package.
to extract the maximum amount of information from the minimum

number of data runs. That technique is commonly known as “De- Minimizatio_n of Param(_etric Inputs.  From an examinati_o_n
of the governing differential equations and boundary conditions,

dg parameters were identified. These inclu@@xphysical dimen-
sions: interfin spacing, fin length, fin thickness, and fin height;
boundary conditions: surface heat flux, fluid inlet temperature, and
Contributed by the Heat Transfer Division for publication in tf@BRNAL OF inlet fluid velocity; and(c) thermophysical properties: fin conduc-

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 12, 2004;'[?Vity: fluid conductivity, _ﬂu?d specific heat, and fluid density. The_
revision received July 10, 2004. Assoc. Editor: C. Amon. first task of the analysis is to reduce the number of parametric

as “Design of Simulations{DOS).

Journal of Heat Transfer Copyright © 2005 by ASME JANUARY 2005, Vol. 127 | 27

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



inputs to a manageable value. Two methods will be used to ac- Uriform Heat Frux
complish this goal. These tasks will be set forth in the order in
which they were employed.

Nondimensionalization of the Governing Equation¥he
starting point of the nondimensionalization is the governing con-
servation equations and the appropriate boundary conditions. The T
nondimensionalization proceeds rather smoothly for the governing
equations, but special care has to be taken when the boundary
conditions are made dimensionless. Since the problem is three =
dimensional, there are five governing equations: three momentum /
conservation equations, the energy equation, and the mass conse
vation equation. Since the nondimensionalization of the momen- s
tum equations is similar for all three, it is necessary for present
purposes to work with only one of them. For concreteness, the AR
x-direction momentum equation will be considered. For laminar, : T i
constant property fluid flow, the-momentum equation is: Fluid Flow

Pu  dPu du

ax?  ay? 972
The relevant energy and mass conservation equations are

the offset fin array

AU du  du ap
U—tv—+W—|=——+pu
ax  ady oz ax

) Fig. 1 Schematic diagram of a representative subsection of
p )

a ot at
U—+v—+w—

PCp X ay 97 +— nated as the midplane and is indicated as such in the figure. Fur-

[ + —
2 2 2
oxs ady®  dJz ther inspection of the figure indicates thatis the length of an

( Pt 5%t (92'[) of symmetry for fluid flow. This symmetry plane has been desig-
=Kfuia (2

U dv ow individual fin in the flow direction,w is the transverse inter-fin
X + @ + e 0 (3) spacing,T is the thickness of the material from which the fins are

made, andH is the total channel height between the cover plates.
The next step is to select reference quantities to serve as théttention may be redirected to the nondimensionalization pro-
basis for the nondimensionalization. Natural reference quantitie@ss. It still remains to make the pressure into a dimensionless

include (a) the mean velocity of the flows and (b) one of the duantity, and the suitable reference quantity i, so that
characteristic dimensions of the system. The chosen reference di-

mension is the widthw of a flow passage in the fin array. For the p= L ®)
temperature, it is appropriate both to shift the datum and to scale pU?

the magnitude. With regard to scaling the magnitude of the dimen- . . . ' .
sionless temperature, cognizance has to be taken of the natur J/hen the d|m¢n5|0nle§s variables and parameters defined in
the thermal boundary conditions. For the present problem, thdS: (4)—(8) are inserted into the conservation equations, Egs.
thermal boundary conditions are a given inlet temperatare {L)—(3), additional dimensionless groups emerge. They are,

=tg) for the fluid flow and uniform heat flux,g at the bounding

walls of the cold plate. When these conditions are taken into ac- Re=w
count, it is natural to usg, as the datum and the reference tem- K
perature as|,/Kquq- By the use of these reference quantities, pc wU
the dimensions, coordinates, velocities, and temperature emerge in pe=—P"" _Re.Pr 9)
dimensionless form as Kfuig
7=Tlow, N=Llw, n=Hlw 4 Pr= Cput
X=xlw, Y=ylo, Z=7w ) Kiia
— — — With these, Eqs(1)—(3) become
U=u/U, V=v/U, W=w/U (6)
- U U U P 1 [dU U JU
o=—° @) Uix Vv "Wz = X T Re PRV R
(Asuri/ Kiuia) (10)
In these equations, the quantiti€sL, H, and w represent the ) ) )
dimensions of the offset fin array. To provide perspective for these @ +V@ +W@ _ i ﬂ n ﬂ n E (11)
quantities, it is useful to make reference to Fig. 1. The figure is a X aY 9Z ~ Pel gx2  gy2  gz2
schematic diagram of a representative subsection of the array. In
this figure, the fins are portrayed as the darker-shaded regions and U vV oW
are further identified by a callout. The space between the fins is X awtaz=0 (12)

the region of fluid flow. Further inspection of the figure shows that . .
there are two degrees of periodicity. In the flow direction, the When these equations are to be modeled in FLOTRAN, note

direction, the periodic |ength i®+T. Slonal quan.tities. In faCt, the SOftWE:\re quKS with Eqs—(3) TO
Also indicated in the figure is the thermal boundary conditiofCilitate using the software as written, it is appropriate to intro-

that has been imposed on the upper cover plate of the array. A1ce values of density, specific heat, viscosity, and thermal con-

though not shown in the diagram, the lower cover plate of tHéctivity which brings congruence between E@9—(3) and Egs.

array is also a surface of uniform heat flux of the same magnitut0)-(12). A comparison of these equations yields

as that of the upper cover plate. Consequently, there is a plane of

=1, c,=1,
thermal symmetry situated midway between the upper and lower P P (13)
cover plates. This plane of symmetry also corresponds to a plane pn=1/Re, Kgy,q=1/Pe
28 / Vol. 127, JANUARY 2005 Transactions of the ASME
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These nondimensional thermophysical properties are, of course, Alr= Kiuia( 9071 IN) g (21)
different from the actual thermophysical properties. They will be S _

termed pseudo properties. To make this distinction, a superscrIfite derivative is given by Eq20), andkg,q is expressed by Eq.
(") is appended to each of the pseudo properties so that (14), so that

p'=1, c,=1, eur= 1/Pe (22)

14
(14) For the case in which the heat flux is applied to the portion of the

u'=1Re, kyjq=1/Pe cover plate which mates with a fin,

Nondimensionalization and Transformation of the Boundary JT
Conditions. The nondimensionalization of the governing differ- Osurf= ( k—) (23)
ential equations is now complete. Next, consideration will be solid
given to the boundary conditions and the continuity conditions @jhen this equation is transformed into the variables of the analy-
internal solid-fluid interfaces. It is convenient to deal first with thgjs it is found that
continuity conditions. The continuity of temperature is automati-
cally satisfied by the nature of the computer program. On the other sur= 1/Pe (24)

hand, for heat flux continuity, From the foregoing development, it is seen that the heat flux to be

JT JgT provided to the FLOTRAN software is 1/Pe.
(k— =( —) (15) For the temperature problem, it remains to specify the boundary
N/ fig M/ solig conditions at the inlet and at a location far downstream from the
wheren represents the normal to the interface in question. Tﬁ'élet' Sincet=t, at the inlet, then, Eq(7) gives
insertion of the dimensionless parameters and variables leads to O =0 (25)
00 00 Far downstream from the inlet, the standard outflow boundary
ko) 1N (16)  conditions are imposed.
fluid solid

whereN=n/w. As was set forth in connection with E(lL4), the 9019X=0 (26)
computer program was operated with pseudo properties in lieu ofAttention will now be turned to the boundary conditions for the
the actual thermophysical properties. Therefore, as far as the s@ftlocity problem. The software automatically enforces the no-slip
ware is concerned, the value kf,q is k= 1/Pe. Correspond- condition at all solid-fluid interfaces, and this condition continues

ertyk.,. Therefore, from Eq(16), it is seen that to preserve heafh Streamwise velocity in dimensionless form becomes

flux continuity at a solid-fluid interface u=1 (27)

and the other velocity components are zero. At a far downstream
- - (17) location, the standard outflow boundary conditions were applied.
Kfiig ~ fluid It is appropriate to assess what has thus far been accomplished
in the task of parameter reduction. At this stage of the task, there
remain six dimensionless parameters: Re, Rgiq/Kuiq, 7 (fin
, 1 ( Ksoli thickness)\ (fin length), andz (fin height). In the forthcoming
ksolid:P_e(r) (18)  numerical calculations, specific consideration will be given to air
fluid as the coolant fluid. This selection fixes Pr and, thereby, eliminates
The value of the pseudo conductivity,4 given in Eq.(18) was Pe(=RePr)as a separate parameter. In addition, in view of cur-
used as an input to the software. rent practice, the fin height parameterwas set equal to 1.0.
The heat flux condition on the cover plates will now be astherefore, at this stage of the analysis, the numerical simulations
sessed. In applying the given heat flux boundary condition, it igquire the specification of four parameters.
noted that the thicknesses of the respective cover plates were S%esign of Simulations (DOS).To initiate the implementation

at a very small valué'lr_lflnltesmally thin in ord_er to avoid the of Fhe DOS approach, the first step is to select high and low values

occurrence of an additional parameter. A physical consequence ply,o ¢, harameters. This selection provides eight numerical

this assumption is that there is no spreading of heat in the pIan@V iues which may be identified as ReRq,, 7 By mak-

a coverdplde}te. Alnothefr] C?Fsgquef?gz IS thhat ttTe ap;;he(:. heat ﬂu’l(n'a use of the selected values, a table is formed which will be used

imposed directly on the flowing fluid or the base of a fin. as the basis of the simulation runs. As can be seen from Table 1,
For the case in which the heat flux is applied directly to thgg 5565 have been synthesized using permutations and combina-

gF’W‘“Q .ﬂllgd’ the application of the given heat flux boundary corg, s of the aforementioned hi and lo values of the parameters.
ition yields

’
solid I(solid

which leads to

= Kgq( 9T - 1 . . .
Gsurt= Kiia( 7T/ M) g (19 Eyecution of the Simulations

in whichn is the outward normal on the top cover plate. When the.The FLOTRAN finite-element software was utilized to perform
nondlmensmnal varlabl.es and parameters are introduced into tmg numerical simulations. This program is one of the suite of
equation, there follows: programs of the ANSYS package. The simulations were run using
(901N) =1 (20) approximately 15,000 elements, and each of the 16 cases required
approximately 200 iterations to achieve convergence. The ele-
Although this equation is correct, it does not provide informaments chosen to span the solution domain were strictly quadrilat-
tion that is acceptable for the software. In fact, the software reral. From the menu of available solvers, the SIMPLEF pressure-
quires the input of a value of the heat flux itself rather than thgelocity coupling was selected, which is an enhanced version of
temperature gradient. When the software is operated using the well-established SIMPLE velocity-pressure coupling tech-
dimensionless temperature gradie®/JN and the pseudoprop- nique. For the solution of the simultaneous equations which are
erty ki,q, the heat flux boundary condition at the cover platsmherent in the simulation, the following solvers were selected, on
becomes the basis of advice provided in the ANSYS operation maniaal:
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Table 1 DOS parameter list 0.20

Rey, = 100, Pr=0.71
Case Re Ksolia/ Kiluia T A 0.18 1-
1 100(lo) 646(10) 0.05(Io) 1.0(lo) 01, A= 1. kg = 646
2 2000(hi) 646 0.05 10 0.16 0L A Rk = 646
3 100 6460(hi) 0.05 1.0 ©=0.05 A=1,
4 2000 6460 0.05 1.0 014 T Kegia/kguia = 646, 6460
5 100 646 0.1Ghi) 1.0 St 005 A2
6 2000 646 0.10 1.0 0.12 | e e Leae —
7 100 6460 0.10 1.0 / | o4
8 2000 6460 0.10 2.(hi) 0.10 " ooor
9 100 646 0.05 2.0 / :
10 2000 646 0.05 2.0 0.08 — 0.085
1 100 6460 0.05 2.0
12 2000 6460 0.05 2.0 0.06
13 100 646 0.10 2.0 : ‘ ' '
14 2000 646 0.10 2.0 0 5 10 15 20
15 100 6460 0.10 2.0 X
16 2000 6460 0.10 2.0

Fig. 2 Per-module Stanton numbers for Re ;=100

for the velocity field, the TriDiagonal Matrix AlgorithriTDMA);gqyare duct for which the fully developed Nusselt number is 3.6.
(b) for_the pressure field, the Preconditioned Conjug_ate Gradiefie square duct is chosen for a comparison case because the
Technique; andc) for the temperature, the Preconditioned Gefpresent offset-fin geometry has a cross-sectional shape which is
eralized Minimum Residual Method. o square(fin height=interfin spacing). From the definition of the
Since the solution domain is, in principle, doubly infinite, step§tanton number, St=Nu/Pe, the fully developed Stanton number
were taken to reduce it to manageable size while maintaining @} the square duct is 3.6/20.051. This value is to be compared
of the essential physical features of the fin array. Since the geoh the fully developed Stanton numbers that are indicated at the
etry forces the attainment of periodically fully developed flow iight-hand margin of Fig. 2. Those values are substantially higher
the streamwise direction, it was only necessary to extend the $qan 0.051, which is for fully developed duct flow. This difference
lution domain through the hydrodynamic entrance region. The fy|ly accounted when consideration is given to the differences
thermal boundary conditions also are conducive to the attainmejeen the cases being compared. Of greatest significance is the
ofathermally developed situation, so that, once again, the thermg that in the fully developed regime for the offset fins, new
entrance region was all that had to be traversed. The transvegs@indary layers are periodically initiated at the beginning of each
width of the solution domain was bounded by the use of SYymmgsoqule. The boundary layer development is responsible for the
try lines. Advantage was also taken of the existence of the sy@hanced heat transfer coefficients.

metry plan midway between the upper and lower coverpla#es  as g final discussion item with respect to Fig. 2, the physical

Fig. 1 where the midplane is identified basis of the vertical arrangement of the curves will now be ad-
dressed. The effect of fin thermal conductivity is clearly of no
Results and Discussion importance. The fin-thickness effect is slight but is not totally

pegligible as witnessed by the spread between the two uppermost
curves in the figure. Of somewhat greater significance, but still not
of major importance, is the effect of fin length. The greater fin
length enables a thicker boundary layer to grow in the streamwise
direction and, as a consequence, the per-module heat transfer co-
efficient must decrease.
Results similar to those of Fig. 2, but for e 2000, are pre-
Quantitative Heat Transfer Results. The results of greatest sented in Fig. 3. Inspection of Fig. 3 and comparison with Fig. 2
interest include the heat transfer and pressure drop characterist@seals a significant difference in the values of the Stanton num-
of the offset fin array. For both the heat transfer and the pressimer as witnessed by the differing ordinate scales. Most of the
drop, results will be presented for the entrance region values, ttiéference between the two sets of Stanton numbers is actually
periodically fully developed values, and the length of the entrance
region. The presentation begins with a graphical depiction of local
heat transfer and pressure distributions. For the case of heat trans- 0.030
fer, the presented results are for a module-averaged heat transfe )
coefficienth which, in dimensionless form, is represented by the (555 | —
per-module Stanton number, -Sb/(pc,U). The numerical re- \ A=1
- ©=0.05,0.1
sults for the Stanton number are presented in Figs. 2 and 3. 0.020 Keis/kua = 646, 6460
The streamwise distribution of the per-module Stanton number \/
for the low Reynolds number Reare set forth in Fig. 2 for vari-  g¢ gg15 1:5’05 _
ous parametric values of the dimensions and conductivity ratio. As Q Kok = 646
can be seen from the figure, the Stanton number decreases sharp 0.010
through the thermal entrance region and achieves a fully devel- ’
oped value. In particular, the fully developed state is attained at 0.005 \"zl—l—. T ggg;g
x/w=~3—4 for the cases depicted in the figure. This result is sur- ’ '
prisingly close to what would be predicted from laminar, pipe-
flow theory, which gives the thermal entrance length as approxi- 0.000 ‘ ‘ ‘
mately 0.05Re Pr. For instance, for Re00 and Pr=0.71, the 0 5 10 15 20
pipe-flow entrance length would be approximately 3.5 diameters! X
Perspective on the magnitude of the Stanton numbers can be
obtained by considering fully developed, laminar heat transferina Fig. 3 Per-module Stanton numbers for Re  ;=2000

The presentation of the results will include four different foc
that, in the order of appearance, &i¢ quantitative heat transfer
and pressure drop result®) Colburn Analogy connecting heat
transfer and pressure drof3) correlation of the results by means
of the DOS method, ant#) flow-field and pressure-field contour
diagrams.
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0.40 4.0 tribution. This behavior is most strongly in evidence for,Rén

assessing the more evident periodic nature of the pressure varia-
0.35 1=0.05, =1 35 tion for Re, relative to that for Rg, it is relevant to take account
0.30 1 30 of the two contributions that give rise to pressure drop. For a
: \ ’ low-Reynolds-number flow, the major contributor to pressure drop
0.25 ——2%e Rejo 25 is fluid-surface viscous interaction while separation-related pres-
Rey; © sure drops are minimal. On th_e other handz at high _Reynolds num-
P 020 — gy 20 bers, both of these mechanisms are major contributors. Down-
4————-‘;\ stream of separated regions, there is a region of pressure recovery.
0.15 N 15 Such pressure recovery is in evidence for thg Rase appearing
0.10 \rk 10 in Fig._ 4. On the other hand,_in the abs_en_ce of separated r(_egions,
' ‘\..-\ ’ there is no recovery mechanism, and friction causes a continuous
0.05 v 05 decrease of the pressure.
N The next figure showing pressure distributions is concerned
0.00 ‘ ‘ ‘ . 0.0 with the effect of various geometric parameters for a fixed value
0 2 4 6 8 of Rg,=100. This information is conveyed by Fig. 5. The figure
X contains three curves, each of which corresponds to a particular
geometry. Since all of the results exhibited in the figure corre-
Fig. 4 Variation of the dimensionless pressure with stream- spond to Rg, there is little evidence of the pressure recovery that
wise position along the midplane of the array, ~ 7=0.05, A=1 has already been discussed in connection with Fig. 4. Further

inspection of Fig. 5 reveals that the effect of fin thickness is mod-
erate, with only a slightly higher pressure drop for the dimension-
inherent in the definition of the quantity itself. This is readily seelss fin thickness=0.10 compared with that for=0.05. The\
by noting that the heat transfer coefficient in the Stanton number2.0 case corresponds to a fin which is of double streamwise
is divided by the mean velocity. Since the higher Reynolds nurtength relative to the\=1.0 case. For the former, the pressure
ber corresponds to a higher velocity, it is reasonable that smaltépp per fin is larger, but not twice as large as the pressure drop
Stanton numbers correspond to higher Reynolds numbers. In thg fin for the latter. On the other hand, the pressure drop per unit
regard, it is also of interest to compare the fully developed Stanté#ngth of the array is smaller for the=2.0 case.
numbers of Fig. 3 with those of laminar flow in a square duct in An alternative characterization of the pressure drop results can
which Re=2000 and Pr=0.71. By making use of the fully devebe made via the well-known friction factor. The friction factor is
oped, square-duct Nusselt number of 3.6, the corresponding Sté@fined in what appears to be the conventional manner as
ton number follows as 0.0025. As expected from the discussion in
the penultimate paragraph, this value is considerably lower than (—dp/dx)w dpP
the fully developed values indicated at the right-hand margin of =T o2 dax
Fig. 3. The other trends in Fig. 3 are similar to those already (1/2pU
discussed in connection with Fig. 2.

(28)

However, the evaluation afP/dX has to be carried out keeping

Quantitative Pressure Drop Results. The pressure drop re- in mind the geometric periodicity. With this in mind, geometri-
sults will be presented from two points of view. One of these wiltally identical points separated by a streamwise distanegre
display the actual streamwise pressure variations, and the othelected and the pressures at these points were differenced,
will be focused on friction factors. Figures 4 and 5 have beeghereby providing the numerical value dP/dX. This operation
prepared to display the pressure variations as a function of streamas performed for a succession of points in the streamwise direc-
wise position in the array. tion, and the corresponding friction factors were evaluated.

The effect of Reynolds number on the streamwise pressur . _— -
variation is exhibited in Fig. 4. The most noteworthy characteristigeT""bul"jltlon of the Quantitative Results. - Alisting of the fully

; . : ; P, eveloped Stanton numbers and friction factors is made in Table
displayed in the figure is the periodic nature of the pressure d " The table is laid out with the case number on the left-hand

margin and the adjacent St ahdolumns representing the results
of the numerical simulations. Some of the Stanton numbers ap-

50 ) pearing in the table have already been exhibited in Figs. 2 and 3
45 - along the right-hand margins. The friction factor listing in the
table conveys new results. To provide perspective for the friction
4.0 ~r——‘ﬁ‘* t=0.10, A=1.0 | factor results, it may be noted that the friction factor for fully
3.5 o ""~\ developed, laminar flow in a square duct is givenfby57/Re.
\ /< For Re=100, this giveg=0.57. This numerical value may be
3.0 \\ / s 1=0.05, A=2.0 compared to the f values for cases 1, 3, ... ,15 that appear in
P 25 . ~, - Table 2. It is interesting to observe that for those tabulated cases
\ \\/ corresponding to long fins, the agreement between the fully de-
20 W y veloped duct flow and the offset fin array is quite satisfactory. On
15 4 /\ the other hand, for those cases characterized by shorter fins, the
) SN T tabulated friction factors are substantially larger than 0.57. This
1.0 T 1=0.05, N g behavior reflects the more frequent re-initiation of the boundary
\\ N layer when the fins are short. A similar discussion may be made
05 1+ A=10 \ . for the results of the higher Reynolds numbers.
00 ‘ ’ ' Stanton Number—Friction Factor Correlation. Over the
Y 5 10 15 years, there have been many attempts to correlate heat transfer
X and friction results with a view to diminishing the need to sepa-
rately measure these two quantities. The earliest work produced
Fig. 5 Variation of the dimensionless pressure with stream- the well-known Reynolds Analogyf(2=St). This relationship
wise position along the midplane of the array, Re ;=100 was limited to fluids whose Prandtl number is approximately 1.0.
Journal of Heat Transfer JANUARY 2005, Vol. 127 / 31
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Table 2 Tabulation of fully developed St and  f values

Predicted St Predictei
Colburn
Case St f Factor (32) 33) (34) (35) (36) 37)

1 0.096 0.86 5.63 0.098 0.098 0.096 0.92 0.92 0.86

2 0.0078 0.080 6.44 0.0078 0.0078 0.0077 0.086 0.088 0.080

3 0.097 0.86 5.57 0.098 0.098 0.096 0.92 0.92 0.86

4 0.0070 0.080 7.18 0.0078 0.0078 0.0077 0.086 0.088 0.080

5 0.10 0.98 6.16 0.098 0.098 0.10 0.92 0.92 0.98

6 0.0084 0.094 7.03 0.0078 0.0078 0.0079 0.086 0.088 0.094

7 0.10 0.98 6.16 0.098 0.098 0.10 0.92 0.92 0.98

8 0.0080 0.094 7.38 0.0078 0.0078 0.0079 0.086 0.088 0.094

9 0.085 0.58 4.29 0.087 0.087 0.085 0.63 0.64 0.58
10 0.0060 0.052 5.45 0.0056 0.0057 0.0056 0.057 0.058 0.052
11 0.085 0.58 4.29 0.087 0.087 0.085 0.63 0.64 0.58
12 0.0057 0.052 5.73 0.0056 0.0057 0.0056 0.057 0.058 0.052
13 0.088 0.68 4.86 0.087 0.087 0.089 0.63 0.64 0.68
14 0.0050 0.064 8.04 0.0056 0.0057 0.0058 0.057 0.058 0.064
15 0.091 0.68 4.70 0.087 0.087 0.089 0.63 0.64 0.68
16 0.0060 0.064 6.70 0.0056 0.0057 0.0058 0.057 0.058 0.064

Colburn[13]is credited with generalizing the Reynolds Analogy 1/St=5.131+0.03762 Re-1.191\+0.02480Re-\) (32)

to make it applicable to fluids having Prandtl numbers different

from 1.0, with the resulf/2=St P?3, The latter is often referred St=0.1144-5.228x10"° Re—0.01147)+4.671x10 °(Re-\)

to as the Colburn Analogy. (33)
The present results for St afavill be examined with regard to _ 5 _ =

their adherence to the Colburn Analogy. For this purpose, it is St=0.1082-4.930X10 > Re+0.0840r—0.01147)3.974

convenient to define X 10 5(Re-7)+4.671x10 %(Re-\) (34)

Colburn Factor=f/2)/(St-PF*®) (29) A comparison of the values of the Stanton numbers obtained
The Colburn factor was evaluated for the friction factors aniom evaluating Eqs(32)—(34) with the results directly obtained
Stanton numbers that were determined from the numerical sinftem the simulations is presented in Table 2. A careful inspection
lations, and these values are listed in Table 2. The table reveg@ighe table indicates that for the majority of the ca&ks of the
that the Colburn factor for the present results is well above 1.86 casesthe agreement between the predictions of the fitted equa-
thereby indicating that the friction factor is notably larger than théons and the directly computed results is excellent, within a few
Stanton number for the investigated geometries. This finding mBgrcent. For the other cases, the deviations are generally within 10
be regarded as a failure of the Colburn Analogy. On the othBgrcent. This level of agreement is regarded as a triumph of the
hand, the analogy was developed for simple flows where floROS method in that it is able to provide excellent predictions
separation is non-existent. Notwithstanding this, by selectingb@sed on a remarkably small number of direct simulations. A
representative value of the Colburn factéor example, 6), it is deeper examination of the table suggests that there is not a great
possible to estimate a value of the friction factor provided thidifference in the accuracy of the different algebraic fits; however,
Stanton number is known, or vice versa. strictly speaking, the best fit is provided by HG4).
The friction factor results were also post-processed by the DOS
Correlation of the St and f Using the DOS Method. From  method, yielding algebraic correlations. The correlation equations
the statistical theory that underlies the DOS method, it is straighfontain different numbers of terms in accordance with a consid-
forward to develop correlations of the form eration of the importance of the various parameters.

St=ap+a;A+azB... +b;AB+bAC. .. (B0)  1/f=0.3161+2.70X10 3 Re+0.224)\+2.817X10 3(Re\)
where a; are numerical coefficients andl, B, ... represent the (35)

mdependent parameters. A 5|m|Ia_r form can be used for the fric- f=1.268-5.758X10 % Re—0.3037\+ 1.374x10 4(Re\ )
tion factor. Alternatively, a curve fit of the form (36)

1/St=cy+c;A+c,B ... +d;AB+d,AC. .. 1

[St=cot 1A+, diAB+dAC (31) f=1.095-4.992x104 Re+2.302— 0.3037) 1.021

can be constructed, and similarly for the friction factor. Support . L

for the latter form can be obtained by observing that the Stanton x10"*(Rer)+1.374X10"*(Re\) (37)

number and the friction factor vary inversely with the Reynolds A
number and the fin length, both of which appear on the right-haq(ii]
side of Eq.(31).

In the software that is used to process the DOS method, ther
?efoefrléstgrtlhtgif iﬁ‘:ig\r/w?:ergﬂotrﬁaenrceesSlft;hlir\:)?;l?ﬁ: 23;?$ﬁ:taelrisn¥v ect numerical simulations, whereas the other two representa-
mgtion provided by this portion of the software, it was found thoﬁé)ns are of lesser accuracy. It is, .th.erefore, recommended that Eq.

o N - . 137) be used for any further predictions of the friction factor.
two of the four parameters, conductivity ratio and the dmensm?%
less fin thickness had virtually no effect on the results. This is a Qualitative Depiction of the Velocity Field. To illustrate the
major finding. On the other hand, the Reynolds number exertectiainment of the periodic, fully developed flow field, a computer-
major influence upon the results, with the dimensionless fin lengglenerated contour diagram is presented in Fig. 6 fqg=REOO0.
being of lesser importance. The figure includes eight offset-fin modules. The velocity magni-

In order to explore the sensitivity of the Stanton numbers prédde is represented by the various shades of gray which are keyed
dicted by the DOS correlation equations, several forms of the the scale beneath the contour diagram. Careful study reveals
correlations were examined. These are that the attainment of the periodically fully developed regime is

test of the accuracy of these equations is set forth in Table 2.

e table shows that there is a considerable difference in the

efficacy of the various fitted equations. In particular, Eg7)
vides a perfect representation of the results obtained from the
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- . == = il ~ = - me— n = dimensional coordinate normal to a surface
- - " - * - - . . . . .
e m— o — = N = dimensionless coordinate normal to solid-fluid
T — W f— 0 — interface,=n/

—_ — —_ interface,=n/w

p = pressure

— — To— P = nondimensional pressure;p/pU2
] J63 31 488 6E0 813 9T L13® L3 Pe = peclet number= pcpwU/ kg q=Re-Pr
Fio. 6 lllustration of the velocity field ding 1o R Pr = Prandtl numbers= cpu/Kqyig
ig. ustration of the velocity field corresponding to Re o Re _ o
=100. The attainment of the periodic regime occurs after the Reynolds number=pwU/u
second module. Jsuif = Surface heat flux

St = per-module Stanton numbe#,ﬁ/(pcpa)
t = temperature

achieved after the second module. This rapid development is re-  to = fluid inlet temperature -
lated to the low Reynolds number of the flow. At higher Reynolds T, L, H = fin thickness, fin length, and fin height
numbers, the development length is somewhat larger. u,v, w = velocity components in the, y, andz-directions
_ U, V, W = nondimensional velocity components in they,
Concluding Remarks __andz-directions,=u/U, v/U, w/U
The practical problem of fluid flow and heat transfer in an U = average velocity

offset-fin array which comprises the internal geometry of a cold Xx,y,z = dimensional coordinates
plate has been solved by making use of direct numerical simula-X, Y,Z = nondimensional coordinates;x/w, y/w, z/»
tion in conjunction with methods of parameter minimization. Th%reek Symbol
Rt : ymbols
parameter minimization was accomplished by the use of two tech- i
niques. One of these makes use of nondimensionalized variables p = density
and parameters. Critical to this approach is the proper treatment of ® = nondimensional temperature;,t—to/(Qsur/Knyiq)
the boundary conditions. Once the reduction of the parameters Had, 7 = nhondimensional fin thickness, fin length, and fin
been accomplished, a second method, Design of Simulations height, 7=T/w, A=L/w, n=H/w)
(DOS), was employed to minimize the number of inputs neededto 4 = VISCOSIty
obtain an accurate representation of the parameter space. Al- @ = channel width
though the original problem definition encompassed 11 paramuperscripts
eters, only 16 simulation runs were required to provide the re-
quired information. Furthermore, the DOS method furnished
algebraic correlations of the results obtained from the direct simu-
lations so that the entire parameter space was fully covered. An-
other dividend of the DOS method was the identification of thReferences
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Coupled Field Analyses in MEMS
Ravi chandra Sikakol § \ith Finite Element Analysis

Lemmy Meekisho

Department of Mechanical Engineering, This paper deals with the design and analysis of a horizontal thermal actuator common in
Portland State University, MEMS applications using Finite Element Analysis; with the objective of exploring means
Portland, OR to improve its sensitivity. The influence of variables like voltage and the dimensions of the

cold arm of the actuator unit were examined by comprehensive, coupled thermal-stress
analyses. Simulation results from this study showed that the sensitivity of the actuator

Andres LaRosa increases with the applied voltage as well as the width of the cold arm of the thermal
Physics Department, actuator. An important observation made from this study is that the size and thermal
Portland State University, boundary conditions at the fixed end of the actuator primarily control the stroke and the
Portland, OR operating temperature of the actuator for a given potential difference between cold and

hot arms. The coupled field analyses also provided a design tool for maximizing the
service voltage and dimensional variables without compromising the thermal or struc-
tural integrity of the actuator[DOI: 10.1115/1.1804204

Introduction address all the actual factors that affect the operation of MEMS
Th t potential of Mi Electro Mechanical Svst devices at one time. The commercial code Coventorware was used
e great potential of MiCro Eleclro Wiechanical System design and analyze the thermal actuator presented in this paper.
(MEMS) lies in the al?lllty to prod_uce mechanical motion at th_‘%’he complexity of MEMS components is also a big issue for
microscale. Such devices are typically low power and fast, tak'WEMS designers. Typical MEMS devices, even simple ones, ma-
advantage of microscale phenomena such as strong electrosigfigjate electrical, thermal and mechanical energy. This requires
forces and rapid thermal response. MEMS-based sensors andifi§t the MEMS designer understands and finds ways to control
tuators have been progressively accepted, developed and commgfmplex interactions between these microscale domains. Sec-
cialized. MEMS technologies have shown significant prospect aagldly, from a fabrication perspective, the cost element for a state-
applications in many fields of science and engineering includingf-the-art silicon foundry is often prohibitive for most MEMS
applications in optics, transportation, aerospace, robotics, chemévice developers. MEMS packaging impacts the performance of
cal analysis systems, biotechnologies, medical engineering a&MS devices enough to become one of the most fundamental
microscopy using scanning micro probgs|, etc. The wireless problems in MEMS research. Due to their diversity, each new
industry has shown significant vested interest in MEMS becaubbEMS device almost by necessity requires a totally new and
of the potential that RF systems may play in developing powerf&pecific packaging methdd]. S
and sophisticated components, with significantly reduced footprint Thermal microactuators are compact and can provide high out-
sizes. At the same time, the performance can be greatly increaBtl§ forces. Bimorph-like thermal actuators are composite struc-
by reducing signal delay time and noise effects through the apﬁﬁ‘-r_e? made of two or more. layers Qf materials with different co-
cations of on-chip assembly of components. These key advantagg@emS of thermal expansid5]. A different category of thermal

and promising applications of MEMS-based RF components ha gluators comprises single material structures whose behavior is
become a noticeable driving force for many MEMS desigfi2ts controlled largely by the shape and dimensions of the structure,

- . . and is the subject of this paper; see Fig. 1. The application of a
poH NS dece ot Seen very api] ot et P4ftage ierenceBeueen tho s of the sctustor el o
. . ; I iform thermal expansion because of the geometric parameter

vances in the manufacture of microelectronics, specifically, ﬂb‘aetails of the actuator. Actuators made of a single matésiath
integration of mechanical elements and electronics on a comml 1o one reported herehave been known to produce higher
silicon wafer using microfabrication technologiE]. The elec- yeformations than bimetallic strips constrained similarly and sub-
tronics can be fabricated by an integrated ciral®) process jected to the same voltage differenfg]. The thin arm of the
sequence and the mechanical elements constructed by microfgsroactuator has a higher electrical resistance than the wide arm,
chining methods that are compatible with the IC fabrication prqherefore it gets heated more than the wider arm and consequently
cess. The sensors and actuators are made of mechanical elemg@agates farther than the wider arm. Thermal actuators produce
and signal processing and control units are built by using electraigrces of the order of 1 mN at significantly low voltages in the
ics components. The whole system can thus be integrated omrafge of 5-10 V; compared to electrostatic actuators of compa-
single chip without any extra assembly process. The motivatieable size, which produce output forces of the order QiN at
for integrating the whole system on a single chip is miniaturizaroltage of in the range of a 100 \6—8]. The mode of operation
tion and parallel processing which leads to inexpensive fabricatiofh the thermal actuator is elongation in the axial direction due to
in large quantities. It also has the ability to make devices witthermal expansion resulting in significant motion in the lateral
functions that cannot be achieved with traditional manufacturir@jrection, as illustrated in Fig. 2.
technologies. In the early of 1990s, MEMS emerged from the
development of IC fabrication processes, in which sensors, aCthbdeIing and Analysis Considerations
tors and control functions are co-fabricated on silicon. ) ) o ]

To date, Computer Aided Desig@AD) software packages are 1he design of the thermal actuator is shown in Fig. 1 with

still quite time consuming and not powerful enough to adequatef@'responding dimensional details in Table 1 and material prop-
erty data in Table 2.

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF The principle of operation of the actuator is that the supplied

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 13, 2004;\/0|tage gengrates joule heating in both arms of the aCtua}tor and
revision received July 6, 2004. Associate Editor: C. Amon. the flexure link. The narrow arm has higher thermal resistance
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Cold Arm

Flexture

Fig. 1 Design of the thermal actuator (@) ®)

Fig. 2 Schematic of the thermal actuator before and after ac-

than the larger arm. As well, the narrow arm will have less seﬁ‘l-Jatlcm
restraint(bulk) than the larger arm. As a result of the joule heat-
:‘ggtlhtehret;::;\rcm: rl ;rgrgtrhgrrr}?t: ealn(;l)év'grhrﬁft#ﬁen;%rji 3&% do?ﬂt?l(i:; analysis phase was used as data to compute thermal strains at all
study was to explore the sensitivity of the actuator as a resultI art]lggrs '2;23.?;:}”6‘?&%2’6”0?%géomgtg’ctth:tgmﬂritrg?: datrme
variations in input voltage and width of the cold arm. Temperatute ﬁavioryof a ée{ntiféver beasrg w;sth maximum udeﬂ(rectiorlljs at the
fields were computed for the actuator, and were used to comp fe d. and . ¢ t th hored end
thermal strains from the coefficient of thermal expansion, whichc€ €nd, and maximum average strésses at the anchored end.
were coupled with mechanical restraints to compute the displaceAnalysis of Actuator With Variable Widths of the Cold
ments and stresses. Arm. The narrow arm of the actuator was deemed not a good
The Thermal Problem and Boundary Conditions. The cgndic_jate_in see_king improvement in th_e s_ensit@vity of the actuator
electric potential used for the FEA engine of Coventorware solﬁ-'gce Its dlmgn5|ons were close to the I|m|t§ of its manufacturabil-
and had just enough self-restraint to withstand the thermally

ware was determined from the geometric details and the thern Auced def i ithout hanical d Theref th
physical properties of polysilicon, the actuator material. Fogpduced deformation without mechanical damage. fheretore, the

dimples were used for the standard actuator dimensions, Fig.?itl,emat“:e anpr;roach ttk? try.g;hlmpf)rov%th? nferrﬁ';(';’ét¥ Oft.thr? actua-
and five dimples were used for wider cold arms, Fig. 3. From was 10 Increase the wi ot cold arm | Irection, as

physical perspective, the dimples serve the function of reinforcirty 2N In Fig. 3. With this approach it was possible to increase the
the cold arm, hence assist in its structural integrity to avoid ex: rface area for cooling while decreasing current density to reduce

cessive deflection under its own bulk, and after elongating fro ﬁ_g]oule heac:mg eﬁefjts' le th iqinal width di .
the joule heating. For finite element analysis, the temperature gf he prl?jce ureTlFl]se _\c/jv?]s tfo F?cae the origina WII td ".“e”fs'O“
the anchor points and the dimples in the cold arm of the actua rthe co arm. € width of the actuator was scaled using four
were prescribed at 300 K. They thus served as the sink for thga"d factors; while keeping the length and the thickness con-
joule heating generated by the voltage source and satisfied ant. Figure 3 shows the scaling origin point of the scaling direc-
necessary boundary conditions for the thermal problem. ion for the cold arm.

The Mechanical Problem and Boundary Conditions. The Results
left hand side endsFig. 1) of the actuator were firmly con-

strained. The thermal history from the preceding heat transfer!n€rmal Response of Actuator From Voltage Variations. It
was observed that the temperature of the actuator increased with

voltage. This observation was consistent with expectation, in the

Table 1 Dimensions of the actuator sense that joule he_ating ir_lcreases with applied voltage. In all cases

the temperature distribution was such that for the hot arm, the

Component Dimensiofium) anchored end had the prescribed temperatures of 300 K, and the
temperature increased to maximum values at the free tip as shown

Length of hot arm 240

Length of cold arm 200

Length of flexure 40

Width of gap 2 Scaling Orici

Table 2 Thermal, mechanical and electrical properties of the ¥-Direction

thermal actuator

Scaling Direction

Property Values
Elastic Modulus 1.65E05 MPa Fig. 3 Scaling of the cold arm of the actuator
Density 2.30E-01 kglu-m®
Thermal Expansion 3.5E-06 1/K
Thermal conductivity 5.0E+07 pWjum-K 1400 -
Electrical conductivity 7.0E10 pA 1200 »
£ 1000 //
g
Table 3 Maximum temperature variation with voltage g 800 //
@ 600
Voltage (v) TemperatureK) g 400
0 300 L )
0.5 326 200
1.0 406 0 )
15 538 0 1 2 3 4
2.0 724
25 962 Voltage (V)
3.0 1254
Fig. 4 Temperature variation with voltage
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in Table 3. The cold arm on the other hand exhibited the pre
scribed temperature of 300 K at the anchored end and in th
neighborhood of the dimple location with higher temperatures to
wards the free end. In all cases the highest temperatures in tt
cold arm were considerably lower than temperatures recorded fc

the hot arm. The maximum temperatures at the free tip of the h¢g «
arm with corresponding voltages are summarized in Table 3 ang

800

the raw data is plotted in Fig. 4. g 00 /
Structural Response From Voltage Variations. It was found § /
that the maximum displacements of the free tip of the hot arn® = 7

increased with voltage as summarized in Table 4 and plotted i§
Fig. 5. This was also consistent with expectation since maximun

Table 4 Tip displacement versus voltage

\oltage (V) Displacementum)

0
0.49
1.949
4.325
7.413
10.8
141

WP P OO
ouvowow

Table 5 Maximum von Mises stresses as a function of voltage

Voltage (V) Maximum von Mises Stres@Pa)
0 0
0.5 26.19
1.0 66.54
3 502.64

Table 6 Results of sensitivity analysis from variations of the
cold arm width

0 05 1 15 2 25 3 3.5

Voltage (V)

Fig. 6 Values of von Mises stresses versus voltage

temperatures were recorded at the free tip of the hot arm.

Maximum stress levels were observed near the fixed end of the
actuator, and near the free tip. Sample results of maximum von
Mises stress values are summarized in Table 5 and plotted in
Fig. 6.

Thermal and Structural Response From Variations in the
Cold Arm Width. Results of the sensitivity analysis with re-
spect to variations of the cold arm of the actuator are summarized
in Table 6, Fig. 7, and Fig. 8. It can be seen that increasing the

1340

Scale Factor TemperatufK) Displacementum)
0.5 1149 12.4
1.0 1254 14.14
15 1302 14.85
2.0 1328 15.25

N
N

AN

/

Displacement (microns)
N

‘ /

0 05 1 15 2 25 3

Voltage (V)

Fig. 5 Tip displacement versus voltage
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15

- -~
/

Temperature (K)
H

§ 8
N

o 05 1 15 2 25
Scale factor

Fig. 7 Tip temperature versus scale factor

Displacement (microns)

0 0s 1 15 2 25
Scale factor

Fig. 8 Tip displacement versus scale factor
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width of the cold arm increased both the temperature and thetuator were applied to compute the stress fields in the actuator.
maximum tip displacement. Improvement in the sensitivity of th€he safe limits of the actuator can be determined by keeping track
actuator from variations of the width of the cold arm was far lessf stress levels as the voltage and actuator dimensions are
dramatic than sensitivity improvements from voltage variationshanged. An important outcome of this study is its value as a
This is quite evident when Fig. 5 and Fig. 8 are compared side pgtential design tool for the safe limits of operation of the
side. For this reason, detailed stress analysis of the actuator actuator.

function cold arm width was not conducted since it was deemed

not critical. References
. 1] Hsu, T. R., 2002MEMS & Microsystems Designs and ManufactuvieGraw-
Conclusions [ ]HiII. i ’

. . : : ] Rebeiz, G. M., 2003RF MEMS: Theory, Design and Technolpdghn Wiley.
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ot : e _ olysilicon Resonant Microstructures,” Sens. Actua , pp. 25-32.
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A Comparative Study of Cooling of
High Power Density Electronics
Using Sprays and Microjets

Matteo Fabbri Direct cooling by means of jets and sprays has been considered as a solution to the
. . problem of cooling of high power density electronic devices. Although both methods are
Shanluan Jla“g capable of very high heat removal rates no criterion exists that helps one decide as to
. . which one is preferable, when designing a cooling system for electronic applications. In
IV”aV K. Dhir this work, the results of an investigation of the performances of sprays and arrays of
g-mail: vdhir@seas.ucla.edu micro jets are reported. Experiments have been conducted using HAGO nozzles and
‘ o orifice plates to create droplet sprays and arrays of micro jets, respectively. The liquid jets
Mechanical and Aerospace Engineering had diameters ranging from 69 to 256n and the pitches between the jets were 1, 2, and
. Department, 3 mm. The test fluid was deionized water and the jet Reynolds number ranged between 43
Henry Samueli School of Engineering and and 3813. A comparison of heat transfer and pressure drop results obtained employing
o _ Applied Science, both sprays and jets has been carried out. The microjet arrays proved superior to the
University of California Los Angeles, sprays since they required less pumping power per unit of power removed. A cooling
420 Westwood Plaza, Los Angeles, CA 90095 module employing impinging jets was tested. Such a module would require three primary

components: an orifice plate for forming jets or a nozzle to form the spray; a container to
hold the nozzle, the heat source and the cooling liquid, which also serves as a heat
exchanger to the ambient; and a pump which recirculates the coolant. A fan could be used
to improve the heat transfer to the ambient, and it would allow the use of a smaller
container. An impinging jets cooling module has been designed and tested. Heat fluxes as
high as 300 Wi/cfat 80°C surface temperature could be removed using a system which
includes a 4x6 array of microjets of water of 14@m diameter impinging on a diode
5.0x8.7 mm. [DOI: 10.1115/1.1804205

Introduction ering the surface is continuous and the heat is removed mainly by

As the chip fabrication technology keeps improving, smallé onvection. Evaporation from the thin film may occur at high heat
’ uxes or low flow rates.

and more powerful components are introduced in the market. T . >
traditional air cooling techniques are proving to be inadequate in 1 "€ Physics governing the heat removal process by droplet
removing the high heat fluxes generated by these new microchff§ays IS very complex and Stll! is not comp.letely understood., and
and new ways are being sought to cool the components. Hent theoretical models are available in the literature. Hence, it has
active cooling methods are now being seriously considered, p#tned out to be easier to investigate the various aspects of the
ticularly those that can provide high heat transfer rates. problem by performing experimental work. Several studies have
Liquid droplet sprays and jet impingement cooling have bedreen conducted in the past on sprays, but most of them deal with
widely used in the metal manufacturing industry and have be#e boiling regime, which was not considered in the present work.
shown capable of high heat removal rates. Researchers haveAii-driven sprays obtained using atomizer nozzles are not consid-
vestigated the possibility of applying such techniques to the co@red in this study either because they would be impractical to use
ing of electronic components. In this study the ultimate goal was a closed system for electronic cooling.
to develop a close loop system where the liquid is sprayed directly ) o ) ) .
on the back surface of the microchip thereby removing the heat Literature Review. Because it is associated with high heat
The liquid is then collected and cooled down in a small heggmoval rates, jet impingement cooling has been the cooling tech-
exchanger, and finally is recirculated with a pump. nique of choice for many industrial applications, such as cooling
The droplet sprays can have the form of a mist, and impinge &h metal sheet or high power lasers. Many studies have been con-
the surface with a random pattern or they can be formed by onedstcted in recent years to investigate the heat transfer occurring
more streams of droplets which impinge upon the surface withdaring the impingement process. Most of the attention has been
fixed pattern. If the frequency of the streams is high enough, tbe single phase heat transfer, but several studies have also been
droplets merge forming continuous liquid jets. After hitting thearried out in the boiling regime as well. In this work only free
surface, the liquid droplets spread and, if the spreading areasisface circular jets are consider@iduid jets injected into a gas-
small enough a continuous thin liquid film covering the surface isous environmeint Submerged liquid jets yield slightly higher
formed. If the wall superheat is high, a thin vapor layer can bgeat transfer rates than free surface jets but are subject to higher
present underneath the droplets or the thin liquid film. The hegfessure drops. On the other hand, gaseous jets do not yield high
transfer process is transient and it involves liquid and vapor coReat transfer rates. Both submerged liquid jets and gaseous jets are
vection, thin film evaporation, and air convection. The areas nght considered in this study.

coverr]ed by the film (:I_ry out. | he liquid fil Webb and Mg 1] and[2-19] published a thorough review of
When continuous liquid jets are employed, the liquid film COVihe experimental and theoretical studies on single-phase jet im-

pingement heat transfer. In their study most of the experimental

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 12, 2004(,.jata were obtained in the turbulent regime but the modeling was

revision received July 24, 2004. Associate Editor: C. Amon. only performed for the laminar regime. An important conclusion
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was that the heat transfer under a free surface liquid jet decreagitshes of 5.08 and 10.16 mm were tested. The Reynolds numbers
rapidly as one moves away from the stagnation point towards tbevered both the laminar and the turbulent regimes, ranging from
periphery. 500 to 20,000. The range of the other significant parameters was
Elison and WebH2] presented the results of an experimentat.98<s/d,,<19.8 and 9.9</d,<20. The heat transfer was unaf-
study where they investigated the heat transfer associated witfeated by changes i/d, within the range tested, but an increase
single water jet. Three nozzles, with diameters of 0.584, 0.31Was detected when for a given flowrate the jet velocity was in-
and 0.246 mm were tested. These nozzles were long enougltieased. However, a substantial reduction in the heat transfer was
allow for a fully developed velocity profile under any circum-found to occur when lowering the liquid flowrate for very low
stances. They found that in the laminar regime the Nusselt numifilewrates. They claimed that this behavior was caused by the bulk
(Nu) varied as R%ns. where Rg =pVd,/u is the jet Reynolds heating of the fluid(i.e., the thermal boundary layer reaches the

. ) 5 free surface of the liquid film
number, whereas previous studies had shown that mﬂ” ) Using the results of an earlier work on single jeds$, they used

They thought that this difference was caused by surface tenSia?H area weighted method to account for the differences in heat

eﬁ&ﬁ%&g?&;?ﬁ;ﬁﬂgﬁg ng';h i;r(]a(gt(ee ?Ssel?rfg]feagg:\ali rjﬁgrg'\%ntehtﬁénsfer in the stagnation and in the radial flow regions to correlate
spatial uniformity of the heat transfer coefficient on the surface.© data. The resultingcorrelation was given as,

Jiji and Dagan 3] carried out an experimental study of multiple
single-phase free surface jets impinging on an array of microelec-Nu, =
tronic heat sources. In their experiments, square jet arrays of 1, 4,

and 9 jets impinged on a square heat source 3227 mnf in (4)
area. FC77 was the test liquid used. They noticed that the surf _ 21012 /. — (\/2 05 4 _ 2/\/\05 |
temperature became more uniform as the distance between the%%ﬁgreAr Nwdi7AL", Vi=(Va+292)™ di=(Vody/Vi) ™ L s
was decreased. They also did not find any changes in the hgg
transfer as the ratio of the nozzle to heater distaz¢eand the
jets’ diameter ) varied between 3 and 15. The area averag
Nusselt numberNu) was correlated as

L L
0.516 Réf(d— A,+0.344 Réf’”( L—*) (1—Ar)} P4

heater length, and* is an estimate of the average distance
ociated with radial flow in the wall jet regions of the heater and
é'a given byL* =(2+1)s—2d,/4.

Yonehara and It¢7] carried out an analytical study of the heat
transfer under a square array of impinging free surface liquid jets
on an isothermal surface. The resulting correlation was given as

. L
Nu_=3.84 Ré’nzprl’3(o.08d—N+1 1)
n

Nu=2.38 R&=Pr/%(s/d,,)(~*? (5)
where L is the heater length and N is the number of jets.

This correlation was developed based on the following param-They also performed experiments to validate their model. They
eters: jet pitch to diameter ratios/¢l,) of 5.08 and 10.16, two found good agreement between the experimental data and the ana-
jets diameters, 0.5 and 1.0 mm, jet velocities between 2.2 and 1iyical results for Rg,/(s/d,)?=5. The tests were conducted for the
m/s, and Rg, between 2800 and 12,600. They had only two dat®llowing range of parameters: 13&/d,<330, 7100<Rey,
points with water as the test liquigingle jet of 1 mm diameter, <48,000.

Re,;,=10,000 and 20,000). They concluded that, for flow rates lessAnother study involving arrays of jets was carried out by Oliph-
than 20 ml/s and a heater area of 1.61°cthe thermal resistance ant et al.[8], in which the performance of sprays and arrays of
was of the order of 1 K/W when the coolant was FC77, and of tHiguid jets were compared. They utilized arrays of 4 and 7 jets of
order of 0.1 K/W when the coolant was water. Using the correlaleionized water impinging on top of a 1.9 cm diameter aluminum
tion they developed, they predicted that for FC77 it was possibdglinder. A cartridge heater was placed in the aluminum cylinder

to remove approximately 100 W/Gmvith an array of nine jets of and 6 thermocouples were used to measure the temperatures under
0.3 mm in diameter at a flow rate of 10 ml/s, when the temperthe wetted surface. The surface heat flux, surface temperature, and
ture difference between the jet and the impinged surface wheat losses were calculated from the measured temperature pro-
60°C. file. Two jet diameters were used: 1 and 1.59 mm. The jet Rey-

Pan and Webp4] investigated the local heat transfer under twaolds numbers investigated in the study ranged between 3150 and
different array configurations of water jets: 23 inline array and 11,300 (41.8-178.46 kg/fs). The jets were spaced such that
a seven jet staggered array. They found that the stagnation Nu wash covered an equal fraction of the total heat transfer area.
independent of the interjet spacing, but depended on the nozzle tén order to produce the spray, the orifice plate, used to generate
plate spacing. The local heat transfer for the two different arraglse jets, was substituted with a full-cone, air-assisted atomizer
was not found to differ substantially; only minor differences weréDelavan Airo Type B). Mass fluxes between 1 and 30 Kgm
noted in the radial flow region between the jets. They also not&re investigated. The manufacturer’s specified mean Sauter di-
that atz/d,,=2 the central jet was submerged, whilez&d,=5 it ameter for the droplets was 50m. Plotting the heat transfer
was a free surface jet. They correlated the average heat transfegfficient as a function of the mass flux, they concluded that both
coefficient as spray and jets have heat transfer coefficients of the same order of

- magnitude, but the spray required a lower mass flux. They also
Nug =0.225 Rélnspfllgefo'ogwd“) (2) stated that if the data for the spray are extrapolated to the same

This correlation is valid for the following range of parametersr'nass flux range as that of the jets, “the spray impingement is

A significantly more effective than the liquid jet arrays”. However,
Zss/dnsS,_2< z/d,=<5, and 5000=Re;,=<20,000. The JEt_d'am‘ no particular effort was made towards investigating or understand-
eters used in these tests were 1, 2, and 3 mm, respectively.

If only the data for higher/d, values(only free jets)were ing the effect of the parameters which affect the heat transfer

. i . under liquid jet arrays.
consujered then Pan. and Weph| reported a better fit of their The jet diameters used in the study by Oliphant ef&jican be
experimental data using the expression,

considered large for electronic cooling applications and so can the
s mass fluxes utilized to generate the jets. Also, the conclusions
d_) (3) reached i8] are limited to the particular case studied. In fact it
n . ; A
is not fair to conclude that sprays are better than jets in a general
Womac et al[5] experimentally investigated two different jetway, unless the performance of optimal configurations for both
array configurationg2x2 and 3X3 jets). They used water andprays and jets are compared with each other.
FC77 to cover a range of Prandtl numbers between 7 and 24. Twaliang[9] performed a few experiments using circular arrays of
jet diameters of 0.513 and 1.02 mm were employed, and tviiee surface water jets having very small diameters, 50, 100, and

Nu=0.129 R@-H”Pr“exp( -0.1
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Table 1 Range of parameters for the experimental work of Ghodbane et al. [2] and Holman

et al. [3]
Variable Range[2] Range[3] Units

v 5-126 6.3-56.8 ml/s

d, (max free passage 0.63-2.38 0.635-1.27 mm

z 180-350 184.2-193.7 mm

Vpr 5.4-28 11.4-28.5 m/s

dy 210-980 96-343 um

Tw 20-90 20-80 °C

Tiiq 5-10 4-10 °C

q 0.12-50 0.28-25.2 W/cm?

We= pv2ds/ miq 2200-13,750 2400-11,775

Re =pjiqVpda/ tiq 2557-61,878 4875-12,850

Pr 7.5-10.5 6.0-10.7
150 um. The interjet spacing used was 1, 2, and 3 mm. The qz Cpiig( Tw—Tiig) 15
Reynolds numbers varied from 410 to 4740, and were much lower e =9.5We8 h— ©)
than those investigated by other researchers. Another unique fea- Hiq'ltg fg

ture of her experiments was that the mass fraction of air in tlvehere We is the droplet Weber number and it was defined as
environment surrounding the jets was controlled. Experiments 2 1

were conducted both at very low air partial pressures, 2 to 4 kPa, We= pjiqu i dgor ®)
and also at partial pressures close to 101 kPa. The total systgR,,  is the droplet breakup velocity given by

pressure was maintained at 101 kPa. The experiments revealed a

surprising increase in the single-phase heat transfer coefficient as vbr=(vi+ 2A P/pmr12crlp,iqdd)°-5 9)

the air content of the ambient was _reduced. This is most pr.ObablyThey opted to calculate the droplet mean Sauter diameter ac-
due to an increase in the evaporation rate from the liquid film o

the heater. Unfortunately the data collected was limited. c%rdlng to the correlation developed by Bonacina efX), since

Recently Fabbri, Jiang and Dhjd0] have studied the heat it had the best agreement with the nozzle manufacturer’s specifi-

transfer occurring under arrays of impinging jets with diametef;sa“ons' That equation was given as

between 69 and 25Am. They were able to remove heat fluxes as 9.5d,
high as 250 W/crhat relatively low surface temperatures using di=—m o (10)
deionized water as the coolant. They didn't limit their investiga- AP™='sin(0.58)

tion to water but also used FC40 in order to cover a broader rangq, Eq. (10) all properties except fony, were evaluated at the

of Prandtl numbers. Based on the experimental data, a correlatiqan, film temperature. The range of parameters for their experi-
that predicted all the data withifr25 percent was obtained as  ants is given in Table 1.

Cho and Ponzdl15] experimentally investigated spray cooling
_ s of a heated solid surface using subcooled and saturated water.
Nu=0.043 R@;ZSPVM%XF{ —0-069d—) (6) They tested three full-cone nozzles having orifice diameters of
n 0.51, 0.61, and 0.76 mm, respectively. The distance between the
nozzle and the 50 mm diameter copper heated surface was 30 mm.
The range of parameters of validity of E(6) was 43<Re;  Three liquid flowrates were testd8.7, 5.4, and 3.7 ml/s). From
<3813, 2.6<Pr=84, and<€s/d,=<26.2. Nu predicted by Eq6) the analysis of their data, Cho and Ponzel concluded that the
were quite different from those predicted from the correlations @lroplet size was important only when evaporation occurred on the
Womac et al[5], Pan and Webp4], Yonehara and It7]. liquid film deposited on the impinged surface. Even though most
Bonacina et al[11] presented a study in which they develope®f the data showed that the liquid flow rate had negligible effect
a one-dimensional conduction model for multi drop evaporatioen the heat transfer in single-phase, for the case of the 0.51 mm
They compared the predictions from the model to the experime@iameter nozzle, where a flowrate of 1.8 ml/s was also tested, the
tal results they obtained using water droplets impinging on dreat transfer improved as the flowrate increased. They correlated
aluminum surface, at low wall superheats. The average droplbe single-phase heat transfer data as a function of Reynolds and
size was approximately 40@m and the impinging velocity was Prandtl number as
between 1 and 2 m/s. They used camehaxh still and videoXo

obtain information about the fraction of the heater area covered by Nu=2.531 RE®%7p3% (11)
the droplets. The highest heat transfer coefficient achieved in tfere

experiments was 150 kWK, and the maximum heat flux was . _

220 Wicnf. The experimental data matched well with their Re=pjiV/IALdg/ uiiq and Nu=hdg/Kjgq

prediction.

Ghodbane and Holmdri.2] and Holman and KenddllL3] stud-
ied spray cooling on constant heat flux vertical surfaces. Th
tested full-cone circular and square hydraulic nozzles with Freo
113 as test liquid. Two square heat transfer surfaces were studied dd=3.67dn[We3'5 Re; 17025 (12)
(7.62x7.62 crhand 15.24x15.24 cfn and from that they con- noon
cluded that the heat transfer is independent of the impinged aredt is not unreasonable to consider deionized water as a coolant
as long as the spray is uniform. They also found that the hdat electronic applications, provided the components are electri-
transfer increases almost linearly with the droplet mass flux, aodlly insulated from the fluid. Shaw et dlL8] successfully pro-
that a high degree of subcooling causes higher superheat for Wded electrical insulation by applying, through a vapor phase
onset of nucleate boiling and CHF. They correlated all the dapaocess, a 2%m thick coating of Parylene to the exposed sur-
obtained in[12] and[13] by the expression faces of a commercial 3-phase IGBT power module. The power

They used the empirical formula developed by Mudawar et al.
é 6] given in Eq.(12) to calculate the droplet diameter. The fluid
foperties were evaluated at the mean film temperature.
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T Table 2 Details of the orifice plate

Cooling water IN I

X S d, exit STD d, inlet STD Thickness
— TP mm pum pum pum pum mm
cDoﬁngm,OUTE X L__T 1 69.3 1.5 94.3 2.9 0.51
m—— % 2 76.4 3.3 139.5 6.3 0.51
[ L] e s 3 122.6 6.0 69.2 45 0.63
3 Rotameter 1 118.7 4.7 136.8 9.7 0.51
4 Turbine Flowmater 2 113.8 3.9 167.5 6.3 0.51
est Secton 3 116.3 5.4 184.8 6.3 0.51
6 i onkmpioi 1 182.1 8.3 263.8 100 0.51
P = Pressure 2 178.5 5.8 228 9.6 0.51
Transducer 3 173.6 5.1 263 8.7 0.51
1 250 n.a. n.a. n.a. 0.51

Fig. 1 Schematic of the experimental setup

module, which was part of a 15-hp variable-speed AC motor drive The jets impinged on a 19.3 mm diameter top surface of a
system was then directly cooled with deionized water jets. Nébpper cylinder, which represented the backside of an electronic
electrical leakage was detected even though the power modmiRrochip. The copper cylinder was enclosed in a Teflon jacket
operated with high standoff voltages of about 325 VAC. that provided thermal insulation. The cylinder had a larger cylin-

The purpose of this study is first to compare the heat transi@fical base(76.2 mm in diameter and 16.5 mm in lengthvhich
performance of liquid droplet sprays and micro jet arrays in gontained six 750 W cartridge heaters. The power to the heaters
range of parameters suitable for electronic cooling applicationgas controlled with a variac. Four K-type thermocouples, sol-
and to find out under what conditions one is better than the othgered at different axial locationd mm apart starting from 1.8
Experiments have been carried out with both sprays and arraysih below the top surfagealong the central axis of the cylinder
micro jets in the single-phase regime. Secondly, to demonstrgere used to measure the temperature profile. The heat flux and
the capabilities of a cooling module based on impinging microjetghe temperature of the heat transfer surface were calculated from
A prototype with a diode as heat source has been built and testg measured temperature profile.

Figure 2 shows a schematic of the test chamber. The Teflon

Experiments jacket—copper block assembly was mounted on a stainless steel
plate. The sprayed liquid was drained back to reservoir installed
Experimental Apparatus below the test section. Thermocouples to measure the liquid tem-

L ) rgerature were installed both upstream of the flow meters and
Microjets Setup. In order to carry out a comparison betweeryownstream of the orifice plate. Another thermocouple was used

the performances of jets and sprays some of the results obtaigggneasyre the ambient temperature. All the data were recorded
from an experimental investigation by Fabbri et[dl0] are used using two 10Tech 16-bit data acquisition boards.

together with the experimental results of tests performed on they; ig important to note that the outer one or two rings of jets

same experimental set up using a HAGO nozzle to generate drggpending on the pitch used, did not directly hit the copper sur-

let sprays. ) ) ) ) face but instead impinged on the surrounding Teflon surface.
An experimental rig was designed and built to test ten dlffererhUS’ the actual number of jets impinging directly on the copper

arrays of jets. Figure 1 shows a schematic of the experimeni@jitace was 37, 61, and 271 for 1, 2, and 3 mm pitch, respectively.
setup. The coolant is circulated with two variable speed gear

pumps, installed in parallel. Two rotameters and a turbine flow- Spray Setup. The experimental rig used for the testing of
meter were installed in parallel to measure the flow rate of tiesoplets spray is the same as the one used for the microjets, but
liquid being sprayed. The accuracy of these flow meters3 instead of orifice plates a HAGO nozzle was installed above the
percent. Before entering the flowmeters, the coolant passegpper heat transfer surface. Originally designed for use with
through a heat exchanger, where it was cooled down to the spdudme power spray humidifiers, this nozzle produces the finest
fied spray temperature. The liquid was then pushed through a @@ssible atomization with direct water pressure operation. The
mm thick stainless steel orifice plate to form the jets. The holes iminimum operating pressure is 274.8 kPa gage pressure but in-
the plate were laser drilled and were arranged in a circular pattexieasingly finer droplets result from higher operating pressures.
giving a radial and circumferential pitch of 1 mm for 397 jets, Zach nozzle is individually spray tested for flow rate, spray angle,
for 127 jets and 3 for 61 jets. and spray quality. The standard spray angle is 70 deg.
Unfortunately, the laser drilling process was not very accurate The extremely fine atomization achieved by the Type B nozzle
when dealing with such small dimensions. Visual inspection of tH&as resulted in it being used extensively in applications where fine
orifice plates under a microscope showed that the holes in ta®mization and precise flow rates are required such as evapora-
plate were slightly tapered and not exactly circular. Based on phiive cooling, humidification, moisture addition and misting. The
tographs of the orifice plates, taken using a camera attached to the
microscope, the size of the holes were determined. These values
are listed in Table 2. Measurement of the diameters on both sic' -~
of the plate confirms that the holes are tapered. The taper a _
varies from hole to hole. & 10
The orifice plate was attached with screws to a stainless st
adapter, which was in turn connected to the flowmeters with 11
pipe. The pipe passed through a flange positioned on top of 1
heat transfer surface. The pipe could be moved in the vertic
direction so that the distance between the orifice plate and the h
transfer surface could be adjusted to the desired value. The liqy i
pressure was measured before the stainless steel adapter usir
Omega PX202-300AV absolute pressure transdu(@r2.07
MPa), which had been factory calibrated and that had an accuracy
of 0.25 percent and a zero balance within 1 percent of full scale. Fig. 2 Details of the test section

1 Stainless Steel Plate

2 Teflon Jacket

3 Copper Block

4 Cartridge Heater

5 Orifice Plate Support

6 Orifice Plate

7 Pipe

8 Vertical Position Set Screw
9 Distribution Chamber

10 Centering Flange
11Supporting Rod

12 Thermocouple

* 5 and 6 can be replaced by
HAGO nozzle
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V_\Oriﬁce
Plate

Fig. 3 HAGO nozzle and spray details

» 4 Steeld
“DFN” type nozzle is designed for low flow rate€8.9 ml/min to . A Support
63 ml/min). It employs two sintered bronze filters, which give - o
more surface filtration. The specific type of the nozzle used in this Fig. 5 Details of the diode and the jets
study is “DFN” B100. Figure 3 shows a picture of the nozzle, of
the spray cone, and of the droplets pattern on the impinged sur-
face. The mean Sauter diameter of droplets for the DFN-B100
nozzle at 274.8 kPa gage pressure is 4% according to the
manufacturer. The orifice diameter of the spray nozzle is 356

the diode and the orifice plate assembly together and allow adjust-
ment of the relative distance between the diode and the orifice

Cooling Module. An impinging jets based cooling module re-plate. The threaded rods are screwed into the stainless steel plate,
quires three primary components: an orifice plate for forming jetahich forms the bottom of the box.

a containment vessel to hold the nozzle, the heat source and th&he orifice plate, 0.5 mm thick, has 24 hol@gl0 um in diam-
cooling liquid, which also serves as a heat exchanger to the aeter), distributed on a square array pattern with 2 mm spacing.
bient; and a pump which recirculates the coolant. A fan could B2etails of the orifice plate are given below. A 3.175 mm OD
used to improve the heat transfer to the ambient, and that wosl@inless steel tube connects the orifice plate to the outlet of the
also allow the use of a smaller container. From a thermal managesmp. The loop is closed with a 6.25 mm OD stainless steel tube
ment point of view, the heat is first transferred from the heaonnecting the bottom plate to the pump inlet. Aluminum pin fins,
source (the electronic componentto the sprayed liquid. This 20 mm long and 3.175 mm in diameter, are installed on the out-
causes part of the liquid to evaporate. Heat is transferred from thide of the container in a 45 deg staggered pattern with both
hot liquid and vapor to the ambient by conduction through thgitches equal to 10.16 mm. The fin tips are inserted into holes
container’s walls. Details of a cooling module based on this ide#illed into four aluminum plates, which are welded at the corners
are discussed below. and form an external shroud. A small DC fan is mounted at the

The cooling module, shown in Fig. 4, consists of an aluminufottom which pushes ambient air over the fins. The air is forced
box with internal dimensions of 5050x65 mm and wall thick- only over the fins, since the gaps in the corners between the ex-
ness of 3.175 mm. At the bottom, the box is closed with a 3.128rnal shroud and the fin array were blocked off. Figure 6 shows a
mm thick stainless steel plate. A 6.25 mm thick aluminum flangsgchematic of the experimental apparatus.
welded to the box walls, provides the interface for the bottom K-type thermocouples are used to measure the air temperature
plate and the space for an o-ring. at the inlet and outlet of the fin array, the inlet water temperature,

Inside the container, a stainless steel orifice plate is installed and the temperature of the environment in the chamber. Two
a support located above the heat source, as shown in Fig. 5. RED's are used to measure the temperatures on the top of the
heat source consists of a diode used in current controlled modediode and on the back of the DBC, as shown in Fig. 7.
avoid high voltages. The diode is mounted on a Direct Bond Cop-An absolute pressure transducer is also installed to measure the
per (DBC) substrate layer, which is in turn glued on top of a G1@ressure in the chamber. An outlet for the RTD’s connecting wires
insulating basénot shown in Fig. 5). The diode is 8.68x4.97 mmand the electrical connections is provided on the top of the box. To
in size. The electrical connections are provided by means of twbeck the liquid level inside the box a short piece of Tygon tubing
copper rods, 3.175 mm in diameter. Four threaded rods hold bdghnstalled on the outside between the top and the bottom of the
box.

Two pressure taps are present on one of the external plates and
are connected to a differential pressure transducer, which mea-
sures the pressure drop across the fins. A variable speed gear
pump is used to pump the liquid through the pipes and the orifice

Electrical Connection
(copper rods) ik

Thermocouple_» ® . ® prossure
Transducer

Filter Valve

Flowmeter

Gear
Pump

i Transducer. and Wiée va —
wire outlet Thermoc ouple outlet
outlet
Fig. 4 Cooling module Fig. 6 Cooling module set up
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Electrical corded using a Fluke multimeter. The current through the diode
Connections was read directly from the power supply and the current through
f the fan was measured using a Fluke multimeter.
Once steady state was reached, either the power supplied to the
‘ diode or the fan speed was varied. Due to the fact that thermo-
couples could not be used to measure the diode’s temperatures and

m&m\ DBC Substrate 3 tseits T that the RTD’s contact area was not negligible compared to the

\ total area of the diode, a preliminary series of runs was performed.
In those tests, for each diode—DBC assembly was tested, with
G10 base! one RTD attached on top of the diode and one on the back of the
DBC layer. This was done to determine the thermal resistance
across the diode. The relationship between the temperatures on the

) ) front and back sides of the diode was found to be linear. While
Fig. 7 Schematic of the RTDs placement conducting the experiments reported in this work, the top RTD
was removed to expose the whole top surface of the diode to the
jets.
plate. The liquid flow rate is measured using a rotameter. TheThe very small air flowrates, produced by the Flight Il 80 DC
overall dimensions of the whole module, including the fan, afan (Comair-Rotron, 8&80x25 mm in size)could not be mea-

100X100x130 mm. sured directly. To determine the flowrate, the relationship between
) the fan voltage and the pressure drop across the fins was first
Experimental Procedure established. Thereafter, air from a compressor, at a known flow

Microjets and Spray ExperimentsThe thermocouples were rate measured with a Dwyer rotameter, was blpwn over the f!ns
calibrated prior to installation, by submerging them in an ice bafif'd the pressure drop was measured again. Finally, the relation-
and in boiling water, and comparing the readings with those préfiP between airflow rate and fan voltage was established.
vided by a high accuracy mercury thermometef.1°C). Prior to The minimum and maximum uncertainties for the data are as
running the experiments, the copper surface was polished usin WS
600 grit sandpaper and then a copper polishing solution, which, power+4.2 percent at 130 W an#t8.1 percent at 20 W
resulted in a smooth and shiny surface. Thereafter, in order to, Heat flux +4.2 percent and-8.1 percent
guarantee the same surface condition throughout the duration of Temperature+0.1°C
the experiment, the surface was oxidized in air for five hours at. Thermal resistances 4.2 percent and-8.7 percent
320°C. The contact angle for a water droplet placed on the oxi-. Heat transfer coefficient4.2 percent and-8.6 percent
dized copper surface was measured to be 44°.

After the pumps were started, and the liquid flow rate set to tHhe minimum values occurred when the power was the highest
desired value, the cartridge heaters were energized. Once all @ consequently the temperature differences between the chip
parameters reached steady state, the values were recorded forsLotace and the chamber and between the chamber and the ambi-
s at a sampling rate of 1 Hz. The data acquisition system allowedt air were also close to their highest values. On the other hand,
real time monitoring of all the parameters in both digital an¢he maximum uncertainty occurred when the power level was low,
graphical form so that it was possible to assess when steady s&né the temperature differences were also low. In such situations,
had been reached. Thereafter, the power to the copper block Wa& uncertainty on the individual measurements had a greater im-
increased and a new set of data recorded. The experiment Wwast on the calculated quantities.
stopped when either the surface temperature was above the boil-
ing point or when the temperature at the base of the copper block
rose above 350°C, which could damage the Teflon jacket and theta Reduction
electrical wires.

) . ) Microjets and Sprays Experiments. For each data set re-

Cooling Module Experiments.Before the experiment was cqorded, the heat flux at the heat transfer surface is given by the
started, the thermocouples were calibrated by submerging themyjgpe of the temperature profile obtained from the four thermo-
a pool of boiling water and in an ice bath, whose temperaturggples embedded in the copper block. The same temperature
were measured with a mercury thermometer with an accuracy gfile, which was mostly linear, allowed the temperature at the
*+0.1°C. The absolute pressure reading from a pressure transdyggd; transfer surface to be calculateg extrapolation

(accuracy=325 Pa)was used to determine the saturation tem- e average heat transfer coefficient, Nusselt number, and Rey-
perature of water and this was then compared with the value givg§|ds number were also calculated as

by the thermometer submerged in a pool of boiling water. The two

values were found to be withirr0.1°C. — ¢
The module was first charged with 40.8 ml of deionized water - Tw—Tig (13)
at room temperature. Subsequently the pump was started and the _
flow rate was set to the desired value. Thereafter, the internal — hd,
pressure of the chamber was reduced by means of a vacuum Nu= K (14)
pump. At steady-state chamber conditions, the vapor partial pres- film
sure was calculated, using steam tables, assuming the temperature PtimY jetdn
measured in the chamber is equal to the vapor saturation tempera- Rey = M— (15)
ture at the computed vapor partial pressure. Thereafter, power was ) ) film )
supplied to the diode and the data were recorded. All the physical properties are evaluated at the mean film tem-

Assuming that the relative humidity inside the chamber is equBgrature T, . The pumping power is given by the product of the
to 100 percent, the air partial pressure can be calculated uskjumetric flowrate and the pressure drop across either the orifice
Dalton’s law, as the difference between the total pressure and fHate or the HAGO nozzle. It can be expressed as
vapor partial pressure. The thermocouples, RTDs and chamber Quiei _VAP. (16)
pressure readings were recorded with a 16-bit Strawberry Tree pumping Jets/nozzle
data acquisition system. The voltages supplied to the diode, theRepeatability of the data was verified by randomly repeating
fan and the differential pressure transducer readings were seme of the cases already tested. The minimum and maximum

Journal of Heat Transfer JANUARY 2005, Vol. 127 / 43

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4.0 T iy T e | 2.0 e r }
[ Flowrate = 2.87 yl/mm’s,d,=41.5um W Present work | Micro jets: T, =19°C

| | P 5 > |
35 Predict. of Cho et al [15] -- - Predict. of Holman et al. [12, 13] [ O d,=1226um,s=3 mm, Flowrate = 2.65 /mm’s
| & d =764 um,s=2mm,Flowrate = 2.62 u/mm’s
3.0 L d,=116.3 um, s =3 mm, Flowrate = 3.15 u/mm’s ‘
— 2. — []
) 25 D) a - -
S S . = = -
g 2.0 g 1.0 - N = Axb
____________ N
S 15 P e S o % 1
- BT = - = i C& L b
£ " _w om L K w
| w ™ n
1.0 Pt 0.5
0.5 - |
b m  HAGO nozzle, Flowrate = 2.87 ul/mm’s T,,=23°C |
0.0 - . n B, B T S ‘ ‘
(a) (a)
4.0 [ — — - ‘ 2.0 ; A : |
35 |
30| | " a o= T
M 1.5 ] L] L] * 'E; o%o o
_________ * A
— 2.5 L T WSS 1 | % x * oA o Apg =)
O e ] [5) [ & 04 o04o o o o o
- R | F ol
§ 15 [ > ’- . . = - - (- = S m  HAGO nozzle, Flowrate = 4.63 ul/mm’s, T,=23 %
E, . E Micro jets, T, = 19 °c:
10+~ < 05 - O d, =122.6 um, s = 3 mm, Flowrate = 4.1 ul/mm’s
r i A d =76.4 um, s =2 mm, Flowrate = 4.37 ul/mm’s
0.5 - Flowrate = 4.63 yl/mm’s, d, =300 um W Present work O d =113.8 um, s = 2 mm, Flowrate = 5.05 u/mm’s
0.0 ; .P’ew T Predlct of METQ, * d= 116.3 pm,s=3 mm Flowrate = 5.23 ul/mm’s
“o 20 80 100 0.0 : : =
T =T [OC] 0 20 o 80 100
liq T =T [ C]

lig

® (b)

Fig. 8 Comparison of spray data for two flowrates (a) 50.56
ml/min [2.87 w/mm?s] and (b) 81.56 mi/imin [4.63 u/mm?s],
with the predictions of Holman et al.  [12,13] and Cho et al. [15]

Fig. 9 Comparison between spray and micro jets performance
for two flowrates (a) 50.56 ml/min [2.87 u/mm?s] and (b) 81.56
mi/min [4.63 u/mm?s]

uncertainties of the main parameters, which was calculated ac-
cording to the procedure outlined by Kline and McClintddk’],

as follows: the experimentsfurther details are available in the work of Jiang
» Temperaturet0.1°C [9]) with the HAGO nozzle are compared to those predicted from
» Heat flux =2.7 percent and-28.9 percent Egs. (7) and (11). The experimental data obtained in this study
 Heat transfer coefficient:2.9 percent and-=29.6 percent shows the heat transfer coefficient to be independent of the wall to
* Nusselt number=6.7 percent and=33.0 percent liquid temperature difference. It can be seen the experimental data
* Reynolds number=7.2 percent and-22.7 percent are overpredicted by both correlations. The differences can prob-
« Pumping power+0.5 percent and-26.0 percent ably be attributed to the fact that the droplet size generated with

The uncertainty of=28.9 percent in the heat flux occurredthe HAGO nozzle(smaller than 44um) is different than that in
when the heat flux was only 1.75 W/érand it was caused by the the experiments of Ghodbane et fl2], Holman et al[13] (be-
small temperature gradient in the copper block. tween 210-98@m), and Cho et al.15]. The Wa, for the results

of this work is between 317 and 1080 and it is out of the range for
which Eq.(7) was originally developed.

Microjets and Sprays ExperimentsMany different criteria  The area-averaged heat transfer coefficients obtained using the
can be used to evaluate the cooling performance of different sy4AGO nozzle are shown in Fig. 9. Figure@®and(b) along with
tems. In this study, the heat transfer performance of droplet sprafiese obtained using micro jets for similar values of liquid flow-
and arrays of micro jets are evaluated by comparing results f@te (or mass flux, since the water temperatures for sprays and jets
test cases having either the same water flow rate or same heats are only few degrees apart and the heater area is the same for
transfer rate or same amount of power spent for the heat remobath cases). The flowrate accounts only for those jets directly
process. A suitable parameter used in this evaluation is the ratigpinging on the heated area, which had a diameter of 19.2 mm.
between the power removed from the copper surfadgch rep- Figure 9(a)shows that at a liquid flowrate of about 2.8¥mm?s,
resents an electronic devicand the power necessary for accomthe spray performs better than the micro jets, while a liquid flow-
plishing this task. The power consumed for the cooling procesate of about 4.63//mm?s (Fig. 9(b)), the droplets and the micro
corresponds to the pumping power necessary to push the ligigts have almost the same heat transfer rate. The heat transfer
through the HAGO nozzle or the orifice plate. The losses througloefficient is found to be independent@f— T, for the droplets
pipes and fittings are not included. It is this parasitic power whicspray and to increase weakly with,— Ty, for the microjet arrays.
can be of concern in some applications In both cases the ratio of pumping power to power removed for

The water flowrates tested using the HAGO nozzle were 50.56 droplet spray is much higher than for most of the jet arrays
ml/min (2. 87,u|/mm s)and 81.56 ml/min(4. 63,u|/mm s), corre- (Figs. 10(a,b)).
sponding to the minimum working pressure for the HAGO nozzle Referring to Figs. 10(aand(b), it can be seen that for the spray
and the maximum flowrate attainable by the pump, respectivetie ratio of power consumed to power removed is higher than that
The major drawback of the HAGO nozzle is the high flow coeffor most jet configurations. For the microjets arrays it can also be
ficient, which causes the pressure drop to |ncrease rapidly witiferred that the pumping power is less for higher flow rate and
|ncreaS|ng flowrate. At a flowrate of 2.82/mm?s the pressure larger jet diameters than for small high veIO(:lty jets. A similar
drop is 283 kPa, whereas at a flowrate of 488nm?s it be- conclusion can also be drawn by comparing the heat transfer co-
comes 843 kPa. efficients on a constant pumping power basis. As Fig. 11 illus-

In Figs. 8(a)and (b) the heat transfer coefficients obtained irtrates, most of the micro jets configurations outperform the sprays.

Results and Discussion
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(<] L Aa, Fig. 12 Comparison of the present data with the results by
_§ 10* L = HAGO nozzlel; Flowrate = 4.63 u/mm'’s, T, =23 °C Lo . Oliphant et al. [8]
H Micro jets, T, =19 'C:
o [ O d5= 1"";.6 um, s =3 mm, Flowrate = 4.1 uUmm’s
10° - A d =76.4um, s =2 mm, Flowrate = 4.37 uUmm’s 3 i
O d,=113.8m, s =2mm, Flowrate = 5.05 s/mm’s In general, the pressure drop through an atomizer nozzle de-
10 L* ¢,=1163m, s =3 mm, Flowrate = 5.23 u/mm’s pends on the mechanism through which droplets are formed. Al-
1 Tt ee] 100 though there may exist other nozzle designs for which the pres-
w (l':; sure losses are lower at the flowrates considered in the present
work than those produced by the HAGO nozzle, the results pre-

Fig. 10 Comparison of process efficiency between spray and sented in this work are limited t(.) HAGO nozzle. .
micro jets for two flowrates  (a) 50.56 mi/min [2.87 wimmZs] The sprays represent a transient process whereas the jets pro-

and (b) 81.56 mi/min [4.63 u/mm?2s] vide steady state cooling. The physics of the sprays is much more
complex. For higher flowrates and denser sprays, the heat transfer
rates with sprays are expected to approach the heat transfer rates

Micro jets of 173.6um diameter spaced 3 mm apart yield a hedP" jets. As such, the additional power consumed in creating drop-
transfer rate almost three times higher than a spray for the salfis does not provide any benefit.
Tw—Tiq and using the same pumping power. _ Cooling Module. Because microjets were found to perform
The data obtained by Oliphant et g8] for spray and jets are petter than the sprays, microjets were implemented in a self con-
plotted together with the present data in Fig. 12. It can be segfined cooling module. All the tests were conducted keeping the
that the two different types of sprays have similar heat transfgs; velocity approximately constant at 4.5 m/s. Figure 13 shows
coefficients with a small edge in favor of the HAGO nozzle. Oe heat fiux at the diode surface as a function of the temperature
the other hand, the highly populated micro jet arrays used in thifiference between the top surface of the diodg,)( and the
study are preferable than the arrays with few large jets, becauggayed liquid T . Single phase heat transfer prevailed for the
they require a much lower flowrate to obtain the same heat traRgyves described by the solid symbols, while boiling was the
fer rates. Better performance is obtained with microjets becauseqgfminant mode of heat transfer for those represented by the open
the presence of a thinner liquid film and of the presence of many
more stagnation points on the heater surface. The microjet con-
figuration considered here is near optirhi0].
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A d =76.4pm, s=2mm, Flowrate =7.09 y/mm’s,Q_, . =024 W 300 |- o E
41 d=1138um,s=2mm,Flowrate = 13.84 uimm’s,Q_,  =0.20 W] : o
8 O d =173.6um, s =3 mm, Flowrate = 19.94 u/mm?’s, Qg =027 W) ‘%‘ 250 |- & - -
o =
e 3R © 2 ® % oV T S [ v
E Bgove WO VOV OV v v = 200 | o * -
2 A A A =2 I o
: 2lan & & A A A i ‘IL_. 150 | v —
3 - 0 o« CHF *
r ] T 100} BE o 4
1Lomomom oy mo ® o o = i | o e
o e
S0 oo §
t Oe
0 n 1 n 1 n 1 1 1 1 1 1 1 1 1 e 1 n 1 n 0 & I A 1 2 1 2 1 " 1 N 1 N 1 "
0O 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80
o 0
Tw'T"q[ C] Tcmp'an el
Fig. 11 Comparison between spray and micro jets perfor- Fig. 13 Cooling module test results  (4X6 array of jets, d,
mance for the same pumping power =140 um, s=2 mm): heat flux as a function of Ty — Tjq
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Rex=

o) 19)
The external resistance was found to be unaffected by the pres-
ence of air inside the module, and depended only on the air flow-
A5t indicating that the air side resistance dominated the conden-
GHlon resistance on the inner wall of the bxg. 16). The
fernal resistance did not account the sensible heat stored in the
uid which flowed from the chip to the bottom of the module
where it was drained and recirculated. The data available is

symbols. Although in this work single phase heat transfer h
been investigated, the module tests with jets have been condu
over both the single and two phase regimes in order to explore §
full potential of the implementation of the concept in cooling of &
device. No comparison was carried out between the performaqF

of droplet sprays and microjet arrays in the boiling regime qf <\ ficient to draw any conclusions Gy,
It -

when evaporation played a significant role. Another im . . .

; ! . portant aspect that must be considered is the ratio of
i I_n ';Igb 13h’ thhe_ T}'gheSt heﬁt quT]es thﬁt f]ou(qu t()je achlt_aveﬁl Wl power consume@ised for cooling the diode and operating the
imited by the high current flow through the diode, as in the n) to the power removed from the chip. The pumping power
kPa data set, or b.V. the fan speed reachlng_ a maximum, as for fied between 3.8—5.1 W, while the fan power varied from O to
104 kPa, or by critical heat flukCHF) conditions, as in the 6.5 2.2 W. Although the flowrate was kept constant during each run,

kPa case. Furthermore, the prediction for thg=97.5percent _: : :
obtained using Eq(6) by Fabbri et al[10]is also plotted in Fig. ;I'?,?élryfg;ﬁf;ﬁﬂto\ﬁﬁ:; %;Logrsage;ﬁvgféﬁtused and the pumping
I .

13. Good agreement is seen between the prediction and the om Fig. 17, it can be seen that spray cooling becomes more

for 97.5 percent mass fraction of noncondensable gas. The Mfactive as the heat removed from the diode increases. This

fraction of air was obtained from means that it is not convenient to employ this cooling technique if
the power to be removed and the heat flux are low. For the most
Pair/PboxM air i~ i
(17) efficient case, the ratio of the total power spent to the power
Pair/ PboxM airt (Pbox— Pai)/ PooxM water removed was around 4.4 percent. However this value is still a
. . very conservative value since in several cases the power input to
wherePy;, and Py, are the air partial pressure and the total pregne”chip was limited by restriction imposed by the current rather
sure in the chamber, respectively, aNtl;, and My @re the  1han the critical heat flux.
molecular weights of air and water, respectively. The values of the ratio of the power consumed to the power

The advantageous effect of reducing the pressure in the cha@iyoyed obtained from the cooling module tests are substantially
ber is clearly illustrated in Fig. 13. Lowering the system pressure

lowered the boiling inception point. For the safg=80°C and
Tiets=47°C, the heat flux increased from 130 Wicrachieved
with single-phase heat transfer, to 300 Wcwbtained with boil- 1.0
ing, when the pressure was reduced from 114 to 16 kPa. Thiscan g9
be seen by comparing the curves represented by the open circle:
and solid stars, in Fig. 13.

Figure 14 shows the heat flux as a function of the wall super- 0.7
heat. It can be seen that, when fully developed boiling occurs on
the chip surface, all the curves collapse into one. The total pres- g g8 [

Q‘i 0.5

Mg =

sure is the key parameter in this case. The last pomt (
=122.2 W/cns, Tw—Ties=16.7°C) of the 6.5 kPa curve repre- 0.4
sents the critical heat flux. A 5 percent increase in the jet velocity é Tl

and a vapor to liquid density ratio of 2.4 times higher than the 0.3
4.5.10°% value at 6.5 kPa, is attributed for critical heat flux ex- 0.2 [
ceeding at 300 W/cfnfor the 16 kPa pressure. L 1
Referring to Fig. 15, two main thermal resistances, an internal 0.1 ]

and an external, were defined as ool — vy

5 10 15 20 25 30 35

TW_Tvap i ¥
Ri= 5 (18) Air flowrate [m’/hr]
Fig. 16 Cooling module test results: external resistance ver-

and sus air flowrate
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E 200%| . 1 Nomenclature
= A 5 A = area[m?]
2 15.0%| a 1 c, = specific heafd/kg K]
4 "alt d = jet or droplet diametefm]
- S ] D = diameter
§ g . '_ T AP = pressure drop across the nozzle or the orifice plate
o m B ) [Pa]
E 5.0% L T T h = heat transfer coeﬁ‘ic.ier[l'&/V/m2 K1, h=a/(Ty— Tiq)
hiy = latent heat of vaporizatiofi/kg]
o0l — v oo k = thermal conductivitfW/m K]
0 20 40 60 80 100 120 140 L = heater characteristic lengfm]
Power Removed [W] L = thicknesgm]
L* = length of the radial flow regiofim]
Fig. 17 Cooling module test results M = molecular weighfkg/k mole]
N = number of jets
Nu = Nusselt number Ns hd,/k
Pr = Prandtl number
q = heat flux[W/m?]
higher than those shown for the orifice plates. There are several Q = power[W]

reasons for this. Because some of the jets did not impinge on the Re = Reynolds number
diode since the area covered by the jet array was larger than that s = pitch between the jetem]
of the diode, part of the water did not remove any heat, while still T = temperaturdK]
being pumped. The flowrates listed in Fig. 10 were given only by, = velocity [m/s]
jets impinging on the target surface. Also, the results in Fig. 10 do Vv = volumetric flowratefm®/s]
not include fan losses, efficiencies of both the pump and the fan, We = Weber number
I??md'dthe losses in the piping and fittings of the flow loop for the z = nozzle to heater distanden]
iquid.
Greek Symbols

a = thermal diffusivity[m?s]

B = standard spray angleleg]
Summary w = dynamic viscosityfkg/ms]

= ki tic viscosity m?/
1. The single phase heat transfer rates using droplets sprays Z _ dgﬁgs[fg\/ﬁ%oa m/s]

and arrays of micro jets have been compared. It is found that at a _ ;

flowrate of 2.87ul/mm?s the spray has a higher heat transfer rate 7 ) surface tensiofiN/m]

than any jet configuration, while at a higher flowrate of 4.6ubscripts

wl/mm?s jet arrays can perform as well as the spray. air = air or noncondensable gas
2. The micro jets arrays are usually associated with lower en- pr = breakup

ergy consumption rate than the spray generated by the HAGGchip = surface of the chip

nozzle for the same flow rate. For equal pumping power Bpd d = droplet
—Tq=76°C, the jets can remove heat fluxes as high as 240 H = heater
W/cn?, while the spray can only handle 93 W/&nit is possible i = at the impinging point

that there may exist other nozzle designs that produce lower presqets = jets
sure losses than the HAGO nozzle at the flowrates considered, jiq = sprayed liquid
however the results presented in this work are limited to the n = at nozzle or orifice plate exit
HAGO nozzle. plate = of the orifice plate
3. The pressure drop for the HAGO nozzle quickly reaches w = wall or surface
values that are not practical. In practice, there is always a combi-
nation of jet diameter and jet spacing that yields the same h§@ttarences
transfer coefficient as that of the spray, but at a much lower energY . o ) .
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Introduction

Three-dimensional3D) circuit architectures enable the integras
tion of logic with memory, RF devices, optoelectronic device
and microelectromechanical systems on a single chip. These

(e.g., between logic and memgryreduced interconnect length
and even improved reliability1,2]. However, 3D circuits pose

total power generated per unit available surface area for cooli
Furthermore, the power generated per unit volume within a
circuit can vary significantly, yielding large junction temperature
nonuniformities that can impair the collective operation of th
circuit [2]. Another problem is that the increased functionality
the circuit demands greater surface area for input and output g
electrical, optical, RF, and other types of signals, which furth
reduces the surface area available for heat removal. While
semiconductor research community is actively studying the el
trical performance and manufacturing methods of 3D circuits wi
as many as one hundred device laygd$ the introduction of a
new cooling approach is a critical issue in its implementation.
The heat removal problem is particularly challenging for verti
cally integrated circuit3D IC) technologieq1,2]. The first ther-
mal analysis of 3D ICs addressed concerns regarding heating &f
fects in 3D complementary metal-oxide-semiconductor al
investigated the effects of the silicon thickness of the upper chip

Integrated Microchannel Cooling
for Three-Dimensional Electronic
Circuit Architectures

The semiconductor community is developing three-dimensional circuits that integrate
logic, memory, optoelectronic and radio-frequency devices, and microelectromechanical
systems. These three-dimensional (3D) circuits pose important challenges for thermal
management due to the increasing heat load per unit surface area. This paper theoreti-
cally studies 3D circuit cooling by means of an integrated microchannel network. Predic-
tions are based on thermal models solving one-dimensional conservation equations for
boiling convection along microchannels, and are consistent with past data obtained from
straight channels. The model is combined within a thermal resistance network to predict
temperature distributions in logic and memory. The calculations indicate that a layer of
integrated microchannel cooling can remove heat densities up ta\/251F within a 3D
architecture with a maximum circuit temperature of 85°C. The cooling strategy described
in this paper will enable 3D circuits to include greater numbers of active levels while
exposing external surface area for functional signal transmission.

[DOI: 10.1115/1.1839582

While the chip area is reduced, heat generation power per unit
surface area will increase. The very large thermal resistance es-
tablished between the bottom layer and the ambient results in a
ﬁ' h junction temperature on the chip.
hile there has been much previous research on advanced mi-
%?oprocessor cooling approaches, previous studies have been fo-
'cused on traditional two-dimensional circuits with a single layer
of active circuits. A broad variety of micromachined heat sink
.?e'ghnologies include microjet impingement cooling devif@k
pillary loops with microscale evaporated, and microchannel

eat sinkg10]. Pumped liquid cooling has been implemented in
ommercial laptop and desktop computers, in many cases explor-
g novel electrokinetic and electrohydrodynamic purftd®,11].
ese devices have made substantial improvements in the thermal
istance between the chip and the ambient temperature with val-
es approaching as low as 0.1 K/W, and continued research in this
ield is expected to lead to cooling of 3D circuits as well. How-
‘E\éer, past work does not address the fundamental thermal man-

ement problems faced by designers of 3D circuits, specifically
the limited surface area available for cooling and the large vertical
thermal resistance between the bottom device layer and the cool-
ing technology.
Figure 2 shows a schematic of the solution strategy proposed in
S research, a 3D circuit with multiple layers of integrated mi-
ochannels. Heat generated by the device layers can be removed

layers [4]. Previous thermal analysis was performed through
device-leve[4,5] or chip-level[5,6] modeling, showing that ther-

mal packaging technologies with thermal resistance below C
K/W will be necessary to obtain reasonable chip temperature
3D ICs. It is also reported that metal thermal vias and Cu bondit
layers in 3D integration could be helpful for heat removal in 3L
ICs [5]. Figure 1 is a conceptual schematic of a hyperintegrat
3D IC combined with a contemporary flip chip package and he
sink technology. The device layers are vertically separated frc
each other by interlayer dielectrics, which are very poor therm

low-k dielectrics[7]. The thermal management challenge can t
exacerbated by higher power densities in 3D circuit architecture

QAT

Heat Sink

Thermal

Thermal Spreader interface

31 Layer (Photonic/RF) Material
'! o | | Bonding

4 - 2" Layer (DRAM | | — interfaces
conductors with thermal conductivity below 0.3 W/mK for some i ‘a 4]
1t Layer (Logic) ~— Interlayer
electrical
interconnect
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attributes of small coolant inventory and fairly uniform tempera-

OPTICAL & RF ACCESS ture profile. Theory and experiments have characterized conduc-

R (No Heat Sink) tion, convection, and two-phase boiling regimes in microchannels
I I t Microchannel evaporators ~ and have shown that they can aggressively cool on-chip hotspots
at a reasonable temperature while removing more than 100 W
3 Layer e Cooling layer  from the chip with a minimal heat sink volume (1 efi cm
2" Layer —»} ‘ _ X1 mm) and chip surface area (1 & cm)[10,13].
15t Layer «— Cooling layer The present work studies theoretically the potential of inte-

grated microchannel cooling networks for removing local high
heat generation rates from 3D circuit architectures. A conjugate
conduction/convection heat transfer simulation approach solves
the steady-state thermal resistance network of device layers and
one-dimensional convection equations along the microchannels. It
incorporates spatially varying heat transfer coefficients, fluid tem-
perature profiles and pressure drop along the channels, and has
been shown to be consistent with previous experimental data for
pressure drop and temperature field along straight microchannels.
This study examines the effect of hotspot locations on the junction
temperature uniformity and the peak temperature. The simulated
junction temperature field with the microchannel heat sink is com-
pared with that using a conventional cooling system.

(a) 3D circuit with a microchannel cooling system

(b) Thermal circuit for microchannel cooling

Three-Dimensional Circuit Fabrication Methods

Fig. 2 Conceptual schematic of a microchannel cooling net- Although this study focuses on the theoretical potential of mi-
work for a 3D circuit and the thermal circuit model. (a) 3D cir-  crochannel cooling for enabling 3D circuits, a much larger chal-
cuit with a microchannel cooling system.  (b) Thermal circuit for lenge will be integrating the process steps for the microfluidic
microchannel cooling. channels within the already demanding process flow required to

make 3D circuits. The main goal of 3D circuit processing is cre-

ating additional semiconducting layers of silicon, germanium, gal-
locally to adjacent microchannel layers with low thermal residium arsenide, or other materials on top of an existing device layer
tance, and the number of device layers can be scaled indefinitely a semiconducting substrate. There are several possible fabrica-
as long as sufficient cooling is provided for each layer. The tdpn technologies to form these layers. The most promising near-
surface of the proposed 3D architecture is free and provides elégrm techniques are wafer bondif@4-17], silicon epitaxial
tronic and photonic access. Boiling convection cooling in micraggrowth[18—20], and recrystallization of polysilicg1—24. Fig-
channels is particularly promising because of the reduced fluide 3 shows a schematic of 3D circuits illustrating two different
flow rates required for heat removal and the opportunities it préabrication schemes. The choice of a particular technology will
vides for temperature regulation through fluid saturation pressutepend on the requirements of the integrated circuit system,
distribution [10,12]. An integrated microchannel network camanufacturability, and process compatibility with current technol-
achieve a reasonably low thermal resistance while utilizing fluiogy. There are a variety of methods available for forming micro-
latent heat and minimizing pumping power. It also has uniquehannels within a three-dimensional circuit, including plasma

| l M3 M3
M2 M2
I M1 M1
viLIC Gate
et o Ltpe DL2 DL2
Thinned Si
BL
M2 M2
M1 M1
n+/p+ DL1 DL1
Bulk Si
() (b)
DL1-DL2 : Device layers M1-M3 : Interconnect layers
VILIC: Vertical inter-layer interconnect ~ BL : Bonding layers
Fig. 3 Schematic of hierarchical 3D circuit structures fabricated by (a) wafer bonding, and (b)
silicon epitaxial growth or recrystallization of polysilicon
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etching prior to wafer bonding, sacrificial silicon channels, ansure drop simulation. Predictions agreed well with experimental
even chemical etching. Furthermore, there has been much readsia for heat sinks with channel sizes from 54 to 2.54 mm.
research on etching vertical channels through wafers for electriGthnley et al[36] performed two-phase flow experiments in rect-
connections, which can be leveraged to provide the vertical fluidimgular channels using inert gas—liquid water mixtures and pro-
connections needed in this research. posed friction factor correlations for one-dimensional two-phase

Wafer bonding differs from other fabrication technologies dulow models. Based on available experimental observations, a
to the opportunity for independent processing of the wafers prigas—liquid two-phase flow regime map was proposed for a near-
to bonding. Fully processed wafers are directly bonded using vacircular channel whose hydraulic diameter is less than 1 mm
ous techniques leading to the completely overlapped stacking[87,38]. Recent experimental observations have shown that two-
the chips. Wafer bonding can be achieved by using polyimigghase flow regimes in microchannels contain only the slug and
adhesive layer§l4], Cu-Cu thermocompression methidd,17] annular flow regimes without bubbly flow pattefis3,31,39—-45].
and microbumps with liquid epoxy injectionl6]. The wafer Peles et al[39]proposed a one-dimensional flow model with flat
bonding process preserves electrical characteristics of each deweaporation front dividing the liquid and vapor into two distinct
layer and can be repeated without damaging existing circuits. THemains based on their experiments with 50 to 200 hydraulic
alignment tolerance of-1—2um [1,16]requires careful design diameter channels. Experiments were performed to investigate the
of vertical interlayer interconnections. flow patterns of two-phase flow in microchannels, to find the tem-

Silicon epitaxial growth technique utilizes epitaxially grownperature distribution along the channels, and to study the effects of
single-crystal Si islands as device layers. Single-crystal Si islandsnvection on chip instabilitief40,41]. They obtained nonuni-
are formed out of the open seed window by selective epitaxifdrm temperature distributions, with temperature increasing in
growth, epitaxial lateral overgrowth, and chemical mechanicaingle-phase regions and decreasing in two-phase regions. Qu
polishing of excess S[18-20]. The major limitation of this et al.[42—44]performed measurements and predictions of satu-
technique is high process temperaturesl000°C), which results rated flow boiling heat transfer and pressure drop in a water-
in significant degradation in the lower device layers especialgooled copper microchannel heat sink with 21 parallel channels
with metallization layers. Although low-temperature epitaxiahaving a 23lumXx713um cross section. They examined the
Si can be obtained using ultra-high-vacuum systé2fs| and conventional correlations for two-phase heat transfer coefficients
utilizing plasma [26], this process is not yet feasible forand proposed a phenomenal annular flow model.
manufacturing. The problem of spatially varying heat flux from the microchan-

Recrystallization of polysilicoi21-24 is another method for nel walls has recently received attention. A homogeneous two-
forming a second Si layer. This technique deposits polysilicon apthase flow model has been developed to calculate the fluid pres-
induces recrystallization of the polysilicon film using intense lasewure drop and junction wall temperature distributions
or electron beams to enhance the performance of the thin-fi[h2,13,46,47]. A closed-loop cooling system was demonstrated
transistorg TFTs). This technique requires high process temperatilizing microchannel heat sinks, which were designed using a
tures during the melting of polysilicon layers. Beam-recrystallizedomogeneous two-phase modi&0]. Careful design is important
polysilicon TFTs also exhibit low carrier mobility and uninten-to avoid dry-out and high junction temperatures for stable system
tional impurity doping. Local crystallization, induced by patternedperation. It was recommended that the heat sink be attached to
seeding of G¢27]or by metal-induced lateral crystallizatip28], the chip such that the hotspot is located near the exit of the chan-
can enhance TFT performance. nels to reduce the pressure drop along channels and thus leads to

a decrease in the peak junction temperafdi®47]. While large
Previous Research on Two-Dimensional Microchannel thermal resistance of the single-phase region causes a high peak
Heat Sinks junctio_n temperature, subchannels are incorporated to improve the
heat sink performanciet7].

There has been much past research on microchannel cooling iPast work on two-phase microchannel cooling was focused on
two-dimensional2D) heat sinks, which forms the groundwork forcooling of 2D circuits and on demonstration of a single- or mul-
the modeling study performed in the current study on a 3D miichannel system ignoring the effects of flow distributions in a
crochannel network. Since Tuckerman and P€&8§ demon- channel network. Three-dimensional circuit cooling faces a con-
strated that single-phase microchannel cooling can remoygjate heat transfer with 3D thermal conduction and boiling con-
790 W/cnt, much of the subsequent research has focused on thetion in microchannels. In a two-phase microchannel network,
physics and optimization of two-phase flow in microchannelgach channel experiences flow instability due to the random for-
Perhaps the closest previous work to the current integrated 8ftion and growth of a void. The instability problem induced by
microchannel network is that of Wei and JoEB0], who proposed the flow instability is more critical in microchannel cooling of 3D
stacked microchannels for cooling of microelectronic devices. rcuits, since more microchannel layers are coupled. These
number of parallel microchannels are fabricated in the surface oéhould be addressed to demonstrate an integrated microchannel
substrate and then each layer is bonded into a stacked heat sjgéling network for 3D circuits.
which is attached to the chip. They proposed a simple thermal
resistance network model and performed optimization to mini-
mize the overall thermal resistance.

Past work indicates that the two-phase flow in microchannels
exhibits different flow regimes and heat transfer characteristiﬁﬁode“n
compared to macroscale convective boilifgL]. Experimental 9
investigation on boiling flow transition in microchannels showed Figure 4 shows a schematic of the microchannels implemented
no bubble generation in channels with hydraulic diameters ranigg-a 3D circuit architecture within a coordinate system. It is as-
ing from 150 to 65Qum, although the heat transfer rate suggestegimed that the microchannels are distributed uniformly and fluid
that phase change occurrg®R,33]. The authors called this phe-flows through each channel with the same liquid flow rate. The
nomenon “fictitious” boiling and suggested that it was attributeavorking fluid, water, flows in the direction with a mass flow rate
to the conditiorD,<D.,;;, whereD.;; is the critical diameter at of m. The junction heat generation rajéis assumed to vary only
which bubbles are stable considering surface forces and the priesthe z direction. Using symmetry, a one-dimensional conjugate
sure dependence of the saturation temperature. Bower amhduction/convection heat transfer analysis is applied to only one
Mudawar[34,35] performed a thermal characterization of twochannel for each layer. The time- and space-averaged one-
phase microchannel heat sinks with refrigerant as the workinigmensional energy equations for tjta device layer and channel
fluid and developed a homogeneous model for a two-phase prizsrer are
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(b) Thermal circuit of the fh microchannel (b) Conduction thermal resistance between device layers

Fig. 5 Predictions for the effective thermal conductance and
thermal resistance. (a) Effective conduction area and effective
solid conductivity in the  z direction. (b) Conduction thermal
resistance between device layers.

Fig. 4 Schematic of microchannels implemented in a 3D cir-
cuit and thermal modeling of microchannel cooling for a 3D
circuit. Only one channel is analyzed in a cooling layer by geo-
metric and thermal symmetries. Dotted lines indicate a control
volume used in derivation of energy equations [Egs. (1) and
(2)]. (a) Schematic of microchannel cooling for a 3D circuit. (b)
Thermal circuit of the jth microchannel.

ii=(1—x)i;+xi, 3)
Solid: where subscript$ and v represent liquid and vapor phase in a
two-phase flow, respectively. The effective thermal conductivity
d dTy,; Y of solid in thez direction isk, ,; andA,, ; is the effective solid
d_Z( kw,z,jAw,j d_"z"l) =q; p+ hconu,j 7o(W+ d)(TW,j _Tf,j ~1) w.z.] W,

cross-sectional area. From Figaj, effective conduction area in
the z direction is obtained as

Aw,l= (tL,1+ tox,1)p+ dip—w)/2, (j=1)

+ hcor‘v,j 7o(W+ d)(Tw,j =T )+ (Tw,
—Tw,j+ D)/ Rinj T (Twj=Twj-1)/Rinj-1

@ A=t T toxpp+d(p—w), (j=2~jmax—1)
Fluid: ] Aw,jmax:(tL,jmax+tox,jmax)p""d(p_w)lzy (j=jmax) (4)
m%:hcomj"lo(w"' d) (T, = Tr)) wheret, ; andt,,; are thicknesses of thgh layer and theth
dz ' ' ' oxide layer, respectively, angnax is the number of device lay-
+heors 7o(WAD) (Tu 11— Tr 1) @) ers. The corresponding effective solid thermal conductivity in the
conv,j w,j+ )

z direction is given as
whereT,, ; andT; ; are the average local temperatures of the solid

wall and the fluid, respectively. The subscrigihdicates the prop- K= (KsitL 1+ Koxox ) P+ Ksid(p—w)/2 (i=1)

erty of thejth layer. The pitch of microchannels is denotedpas il Ay Y

The depth and width of the microchannel are representeldaasl

w, respectively. The forced convection coefficient for heat transfer, ~ (Ksiti j + Koxtox j) P+ Ksid(p—w) o
between the solid wall and the working fluidhig,, ;. In Eq.(2), W Ay » (J=2~jmax—1)
diffusion terms are neglected since the Peclet number, defined as

pUDy/, is much greater than unity in this study. The fluid en- (Ksitt jmaxt Koxtox jmax) P+ Ksid(p—w)/2
thalpy per unit massif) is expressed in terms of local thermody- w,jmax— A imax '
namic equilibrium fluid quality X) which is the mass fraction of '

the vapor phase, using (j=jmax) 5)
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wherekg; andk,, are conductivities of silicon and oxide layers,Table 1 Constants in Kandlikar's correlation for horizontal
respectively. In the present analysis, it is assumed that the thergfzgnnels [50]
properties of solid are fixed at constant values. The conductieh Convecive reaion Nucleate boiling redion
thermal resistance between control points on layeand j +1, g greg

. . Constant (C0<0.65) (Co0>0.65)
Rin,j» can be evaluated from Fig(ly and is

¢ q ¢ ¢ C, 1.1360 0.6683
Lj+1 ox,j L.j C, -0.9 -0.2

Rinj=op =+t + o= (6) C 667.2 1058.0
) 2|(sip ksi(p_W) koxp 2ksip Ci 0.7 0.7
Cs 0.3 0.3

The overall surface efficiency), is employed to simplify the
temperature variation in thg direction within the channel walls
and is given by

*Cg=0 with Fr>0.04.

d
=1-—(1- 7
o d+W( " ") for the forced-convection effect on heat transfer and the second
where 7; is the fin efficiency of the fin with insulated tig] term represents the effect of nucleate boiling in regions with low
assuming that the heat transfer coefficient is uniform along tf&lid two-phase qualities. In applying this correlation for the
periphery_ The solid energy equaﬂ@ﬁq (1)] accounts for heat present Ca|Cu|at_IC_)nS, the fOFCQd-(_:O_nveCtlve term is domlna..nt over
conduction along the layer, heat transfer from solid to liquid, arf#e nucleate boiling term, while it is assumed that they still cap-
heat transfer to the adjacent layers. The energy balance equafi$ii§ the essential physics of the boiling process at the microscales.
for fluid flow [Eq. (2)] indicates that convection heat transfer fron¥ he constant€, to Cs are determined from the value Gfo as
the wall to fluid causes the change of fluid enthalpy. The analy$i§own in Table 1. The dimensionless parameters are
employs the thermal lumped capacitance assumption ity ttiie 1—x)08/ p |05
rection for each infinitesimal control volume of the circuit layer, Co:(—) (—”) 9)
and assumes that the bulk silicon temperature is the same as the X pi
junction temperature. In the analysis of the two-phase flow, liquid
and vapor phases are assumed to be in equilibrium at the fluid Bo=—; (10)
saturation temperature and pressure. M,
One of the important assumptions is that each microchannel has m'2
the same liquid flow rate. In multichannel heat sinks, the flow rate Fr=——-
of each channel is determined by mass and momentum conserva- 9D

tion equations and, in the steady state, requires equal pressyfRrep, andp, represent vapor and liquid densities in the satu-
drop along a streamline from inlet to exit manifold for each indiration state, respectively. The heat of vaporization per unit mass is
vidual channe[47]. In practical two-phase heat exchangers, the andg is the acceleration due to gravity. Kandlikar's correlation
phyS|CS of bubble formation and pressure ﬂUCtUann can |ead S deve|oped for two_phase horizonta| or Vertica| ﬂOWS in con-
spatial and temporal instabilities in the flow rate. The flow instarentional size channels. Even though there is a controversy in
bilities from one channel can cause oscillations to propagate in thgplying the conventional two-phase heat transfer correlations to
SUrrOUnding channels by flow redistribution. This can lead to faihicrochanne| ﬂows[37’43]’ some previous Stud|é§0,12113]

ure of the cooling system due to control problems and the changgyported Kandlikar's correlation in microchannel cooling and
of local heat transfer characteristics. The design of inlet and e¥ifis study employs it as a correlation to predict two-phase heat
manifolds is critical for uniform flow delivery in a 3D microchan-transfer coefficients in microchannels. This correlation was devel-
nel cooling network. One potential solution is for each microchamyped for two-phase channel flows with Froude numiser) (be-

nel layer to have its own manifold and an independent pumgyveen 1.14 and 19.07. Howevéir of less than 1 is estimated in
which in turn would increase the design complexity dramaticallyhe present work. Future experimental work will more closely
A far simpler approach would be to have inlet and exit manifoldsxamine the accuracy of this correlation for flows with 16w

for all channels in the network. However, it is difficult to simulatg,g|ues. For simplicity, it is assumed that the two-phase flow is
this geometry since there is limited knowledge about vertical fluighixed well, and the convective heat transfer is independent of the
delivery coupled in series with a horizontal fluid delivery, in adwall and fluid temperature variations in the axia) (direction.
dition to further complications from boiling flow. The preseniyjith these assumptions, the empirical correlation for the two-
work, however, ignores the variations in flowrate among channgifase heat transfer coefficient is used without any adjustment
and assumes the same flowrate to each channel in investigatgn its original form.

the time- and space-averaged performance of the microchannetor simplicity and efficiency in the calculation, the pressure
cooling for a 3D circuit. drop is calculated using a homogeneous model, in which the lig-

_ To close the set of governing equations, complimentary relgid and gas flow velocities are identical, given by
tions are required for the convective heat transfer coefficients and

the pressure drop. For a single-phase flow region, the heat transfer _(dPj| _ fm" N d
coefficient,h¢qp, ;, accounts for the effect of wall temperature dz |~ 2p;Dy, dz
variation in the axial directiof49]. This approach substitutes the Y .
fluid temperature in Eq€1) and (2) with the inlet fluid tempera- Where P; andm” represent the pressure and mass flux of fluid
ture, Ty . In evaluating the varying wall temperature effect, thdlow, respectively. The friction factor for the two-phase flow in a
present analysis uses the average temperature and average "Riggpchannelf, is proposed by Stanley et 4B6] as
flux of adjacent layers as local wall temperature and local heat
flux, respectively. For the two-phase flow, Kandlikar’s correlation f=—, (Re<3000 (13)
[50]is employed to calculate the heat transfer coefficient with the Re
assumption of saturated boiling heat transfer and is given as Equation(13) has been experimentally determined for values of
_ c c c the two-phase Reynolds number relevant for the current work.
heon, =M C1CO™2(25F )5+ C4BO™F] ®) Although it was developed for the average shear stress along a
whereh, is the heat transfer coefficient for the liquid phase flowehannel, it is applied locally in the present analysis. The Reynolds
ing alone. The factoF, is a fluid-dependent parameter whoseaumberRe, evaluated using mean properties of two-phase flow, is
value for water is unity. The first term in the parenthesis accountsitten as

”

o]

(11)

m/rZ

n (12)
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( START ) sink. F_or a conventional fin-array heat sink, shown in Fig. 1, _the
heat sink and thermal spreader are attached to the chip using a
! Chip geometries conventional thermal interface material. The thermal resistance of
Set Calculation Conditions Chaf}nel geomgtries a fin heat sink is ass'umed to be O._25_K/W and the ther_mal resis-
Heating conditions tance of the thermal interface material is 0.226#W. The dimen-
| Flow conditions sions of a copper heat spreader are 2828 mmx1 mm. The

chip is attached to the center of the spreadesys calculates the
junction temperatures with a constant ambient temperature bound-
1 ary condition at the top surface of the thermal spreader.

The elevated temperature and pressure may have an impact on
the reliability of a 3D circuit. The temperature is, in itself, not an

Assume T, T;; & F;

»  Calculate fluid properties

1 inherent problem in this cooling solution, since the aim of the
technology is to reduce both temperature and temperature gradi-
Calculate Ao, Eq. (8) ents. However, the high pressures experienced in the channels
] may induce strain fields in addition to piezoresistive phenomena
that can influence the performance of the semiconductor devices.
Calculate new T, T;;& P _| Egs. (1), (2) & (12)J An approximation using beam theory can estimate the effects of

pressure on the electrical resistivity of the circuit. The upper wall
of the channel is approximated as a beam with fixed ends, with the
pressure difference as an applied force. Assuming the pressure
difference between the channels in adjacent layers to be 30 kPa,
which is close to the maximum pressure gradient of the flow in
this study, the maximum stress and strain are about 350 kPa and

3.5x10 ®, respectively. The corresponding maximum change in
( End ) electrical resistance of the circuit is about 0.05%, based on pi-
ezoresistive coefficients for bulk silicon. A detailed assessment of
Fig. 6 Flowchart showing the calculation procedure used in this effect is beyond the scope of the present study, which focuses
this study on the heat transfer features of the system. However, it is impor-
tant to minimize the pressure drop to reduce the effect of tempera-
ture and pressure on reliability.

Converge?
(Tw,j! Tf,j & P])

pUDy
e:_
o

whereU is the mean velocity of the flow ard}, is the hydraulic
diameter of the channel. For two-phase, the denségd dynamic
viscosity u of liquid—vapor mixture are evaluated using

(14) Results and Discussion

Analysis is performed to simulate 3D IC cooling performance
with microchannels fabricated between two silicon layers using
deep reactive ion etching and wafer bonding techniqa&sl7].
Figure 7 illustrates four different 3D stack schemes for a given

1 (1-x) X flow direction. To simulate nonuniform power distributions in
—= + — (15) practical 3D ICs, the device is divided into logic circuitry and
PP Po memory, where 90% of the total power is dissipated from the
1 (1-x) X logic and 10% from the memoff3]. This work assumes that the
—= +— (16) heat generation represents the power dissipation from the junc-
H i Mo tions and also from interconnect Joule heating. For ¢agethe

The boundary conditions are adiabatic at both ends of the héagic circuit occupies the whole device layer 1, while the memory
sink for the solid energy equatidiieqg. (1)], which ignores con- is on the device layer 2. In the other cases, each layer is equally
duction loss to the packaging of the microchannel heat sink. Fdivided into memory and logic circuitry. For cad®), a high heat
fluid, Egs.(2) and (12), the inlet fluid temperature and the exitgeneration area is located near the inlet of the channels, while it is
pressure are given to close these equations. The present boundasr the exit of channels for case). Case(d) has a combined
conditions will overpredict the junction temperatures since thehermal condition in which layer 1 has high heat flux and layer 2
neglect heat loss to the packaging of the microchannel heat sihlas low heat dissipation near the inlet. The total circuit area is
The numerical simulation solves the energy equations for odecn?, while the total power generation is 150 W.
channel using the finite volume methffsil]. Water properties are  Table 2 lists the microchannel geometries and simulation con-
incorporated using thermodynamic property correlations accouditions. The conventional heat sink/spreader is assumed to be at-
ing for their dependence on temperature and preq&& Since tached on the backside of device layer 1. It should be noted that
this modeling includes strong temperature- and pressut@e microchannel geometry is not optimized since the objective of
dependent properties of water, under-relaxation method is ethis study is to identify the characteristics of 3D circuit cooling
ployed for convergence. The detailed algorithm is shown in Fig. @ith microchannels. The channel geometry used in this study is
The number of the nonuniform grid network is 200. The mesfiom the past worK12] and gave an optimized performance for
points were densely packed near the inlet. Convergence is @® chip cooling. The inlet liquid temperature is fixed at 70°C.
clared when maximum relative variations in temperature and préRhe saturation temperature of water at atmospheric pressure,
sure between the successive iterations are less than 406d 100°C, is too high for very large scale integrated chips whose
when the energy balance has an error of less than 0.1% of the totaiximum operating temperature is below 90°C. The fluid abso-
applied heat. The effects of the grid density are carefully checkade exit pressure is fixed at 0.3 bar, which yields a saturation
to ensure the reliability of the numerical solutions. The model wasmperature of about 70°C to simulate subatmospheric operation.
verified comparing to the experimental data using a 2D micro- Figure 8 compares the thermal performance of the microchan-
channel heat sink10,13]. Good agreements establish confidenaels and conventional heat sinks and plots the predicted junction
in applying this model to microchannels in a 3D circuit. To comtemperature distributions along the flow direction. In c@sethe
pare the performances between conventional and microchanneht generation from each layer is uniform and the junction tem-
heat sinks, a 3D finite-element simulation is performed usimg perature profile with conventional heat sink is symmetric. The
svs to evaluate the thermal performance of a conventional heaicrochannel cooling has distinct characteristics of a nonuniform
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Table 2 Parameters and geometries of a 3D circuit with a

(a) P ” microchannel /conventional heat sink
/ —ory (1) %evice layer 2
T I

- 3D circuit architecture
Water TR TR

Flow

Chip size 14.14 mma 14.14 mm
Power dissipation 150 WLogic: 90%, Memory: 10%

” Device layer 1
Device layer 1

— L Silicon layer thickness 50@m
Oxide layer thickness 1gm

Device layer 2

(b)
7 Silicon layer thickness 2@m
m evice layer 2 Oxide Iay)(/ar thickness 1%m
Water )
Flow Microchannels
Device layer 1 Channel layer thickness 14é)ﬂ'n

Number of channels

Channel geometry 700 um (width)x 300 um (depth)
Liquid water flow rate 15 ml/min

Inlet fluid temperature 70°C

Exit fluid pressure 0.3 bar

Conventional fin heat sink with a copper spreader

Heat sink thermal resistance 0.25 KIW
Thermal interface material 1X10°° m? K/IW
Copper spreader size 28 mf28 mmx1 mm

quite uniform even with highly nonuniform power dissipation,
which is one of the powerful merits of the two-phase microchan-
nel cooling.

In case(d), the microchannel heat sink has almost the same
pressure drog26.3 kPajas in casda). In both cases, the flow has
Fig. 7 Two-layer 3D circuit layouts for evaluating the perfor- an identical wall heat rate from the silicon wall to the fluid and the
mance of microchannel cooling. The areas occupied by c_hannel fluid temperature p_roflles are almost identical. The junc-
memory and logic are the same and the logic disssipates 90% tion temperature is determined by the heat flux and convective
of the total power consumption  [53]. thermal resistance from the wall to the fluid. Layer 1 has a high

temperature hump near the inlet due to high heat flux and low
convective heat transfer coefficient in the single-phase region. The
highest temperature in layer 2 is lower than that in layer 1, be-
cause of the convective nature of the flow direction dependence
temperature distribution, even under a uniform heating conditioand high two-phase convective heat transfer. Except for the tem-
The temperature increases along the channel in the liquid phaggature hump of layer 1, the overall temperature profile with a
region due to sensible heating, and decreases in the two-phaserochannel heat sink is more uniform than that using the con-
region due to decrease of the fluid saturation pressure along tlemtional fin heat sink. In all cases with conventional cooling, the
channel. The junction temperature has its peak at the onsitetefperature of layer 2 is always higher than that of layer 1 due to
boiling point due to the dramatic change in convective heat traniarger thermal resistance to the environment.
fer coefficient from a liquid-phase region to a two-phase region.
The temperature difference between layers is greatly reduced :
more thagl 10°C using microchannels be{:ause c?f the )s,mall the"#éncludmg Remarks
resistance of direct heat removal from layers. The present work has theoretically explored the potential of a

In cases ofb) and(c), identical junction temperature distribu-microchannel network for cooling of 3D circuits. The results in-
tions are presented for conventional fin heat sinks. Using micrdicate that the optimal thermal configuration when using micro-
channels, however, the temperature distribution is quite differet)annels is to manage the higher power dissipation near the outlet
because of the convection nature of flow direction dependence.régions since this minimizes the pressure drop of the two-phase
both cases, the conventional heat sink presents highly nonunifoflew near the highest heat flux regions and thereby results in a
junction temperatures of about 25 and 45°C differences for layedgcrease of the local wall temperature. Measurements are needed
and layer 2, respectively, due to the concentrated heat flux. With confirm this prediction, in particular for the case of a strong
microchannels, if more heat is applied to the upstream regiggpatial variation in the heat flux between regions on the chip. With
boiling occurs earlier resulting in increased pressure drop in thiee peak heat flux of 68 W/chper active layer, the microchan-
channel. Thus casg) has a lower pressure drop, lower averageels keep the predicted maximum junction temperature as low as
junction temperature, and more uniform temperature field th&s°C. A two-phase microchannel cooling network can achieve a
case(b). In case(c), water is gradually heated up in the upstrearmore uniform junction temperature field within a layer and less
region, where lower power dissipation is located, and downstreaemperature difference between layers, compared with conven-
water boils and absorbs heat from the higher power region witlonal cooling technology. The maximum junction temperature
low thermal resistance. Since the length of the two-phase regigradient in a device layer with microchannel cooling in the pro-
in case(c) is shorter than that in cadé), the overall junction posed configuration is as low as 55°C/cm with a maximum junc-
temperature is lower due to a smaller pressure drop. An interestiien temperature difference of 13°C, while a conventional cooling
result for casgc) is that the junction temperature distribution issystem yields 300°C/cm and 45°C. The maximum local tempera-
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Fig. 8 Comparison of junction temperatures in a two-layer stacked circuit for the
cases of an integrated microchannel heat sink and a conventional heat sink. The

total flow rate of the liquid water is 15 ml
X107° kg/s.

ture difference between adjacent device layers is greatly redudddmenclature
from 15°C by conventional heat sinks to 1.5°C when utilizing

microchannels. With two device layers, the liquid flow rate per A
layer is 7.5 ml/min, and the pumping power, which is the product Aw
of pressure drop and the liquid volumetric flow rate at the inlet Bo

temperature, is 0.045 W. Generally, whéhdevice layers are ¢C,,C,,C5,C,,Cs

involved, the required water flow rate is M{ 1)/N ml/min and Co
the corresponding hydrodynamic pumping power is OND9( Dy,
—1)/N W. Fr
Experimental data on boiling convection in 3D microchannel
networks are needed to verify the predictions in the current work. Er
Critical is flow delivery to a 3D channel network as well as the L
potential for severe flow instabilities caused by bubble generation. N
The design of inlet and exit manifolds is one of the key challenges P
for the demonstration of a practical 3D circuit cooling system.
Further experimental and theoretical work is required to find a Q
relation for two-phase convective heat transfer coefficient. A 3D Re
conjugate conduction/convection simulation is required to calcu-
late the wall temperature under conditions of 3D nonuniform heat Rhs
generation. Another challenge to be addressed in future work will
be the optimization of the microchannel geometries and operating Rin
conditions with restriction from the circuit. The present study has Re
illustrated the potential of a 3D microchannel cooling network for T
removing heat from stacked 3D circuits. U
d
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/min and the mass flux is 1.36
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h, = heat transfer coefficient for the liquid Microchannels with Nearly-Constant Heat Flux Boundary Conditions,” J. Mi-

. croelectromech. Systl1, pp. 12-19.
phase ﬂOWIng alone, W/?K [14] Ramm, P. et al., 1997, “Three Dimensional Metallization for Vertically Inte-

i = enthalpy, J/kg grated Circuits,” Microelectron. Eng37/38, pp. 39—47.
i, = latent heat, J/kg [15] Fan, A., Rahman, A., and Reif, R., 1999, “Copper Wafer Bonding,” Electro-
k = therma| Conductivity, W/mK [ ]chem. SO”d-Stlilte Lett2(10), pp. 534—533. ‘ N
. 16] Lee, K. W., Nakamura, T., Ono, T., Yamada, Y., Mizukusa, T., Hashimoto, H.,
n: = mass flow rate, kg/s Park, K. T., Kurino, H., and Koyanagi, M., 2000, “Three-Dimensional Shared
m’ = mass flux, kg/ms Memory Fabricated Using Wafer Stacking Technologigth. Dig.—Int. Elec-
p = channel pitCh, m tron Devices Meet.pp. 165-168.
q// = heat flux W/n% [17] Reif, R., Fan, A., Chen, K., and Das, S., 2002, “Fabrication Technologies for
” ! Three-Dimensional Integrated CircuitsProc. ISQED, pp. 33-37.
t = thickness, m [18] Zingg, R. P., Friedrich, J. A., Neudeck, G. W., and Hofflinger, B., 1990,
w = channel width, m “Three-Dimensional Stacked MOS Transistors by Locallized Epitaxial Over-
X = thermodynamic equilibrium quality growth,” IEEE Trans. Electron Device87(6), pp. 1452—1461.

[19] Neudeck, G. W,, Pae, S., Denton, J. P, and Su, T., 1999, “Multiple Layers of

Y,z = coordlnates, m Silicon-on-Insulator for Nanostructure Devices,” J. Vac. Sci. Techridl(3),

Greek symbols pp. 994-998. .
[20] Pae, S., Su, T, Denton, J. P., and Neudeck, G. W., 1999, “Multiple Layers of
a = thermal diffusivity, nf/s Silicon-on-Insulator Islands Fabrication by Selective Epitaxial Growth,” IEEE
A = difference Electron Device Lett.20(5), pp. 194-196.

[21] Kawamura, S., Sasaki, N., Iwai, T., Nakano, M., and Takagi, M., 1983,

o = overall surface ef‘f|C|ency “Three-Dimensional CMOS IC’s Fabricated by Using Beam Recrystalliza-

n; = fin efficiency of the fin with an insulated tip tion,” IEEE Electron Device Lett.4(10), pp. 366—368.
p = fluid density, kg/rﬁ [22] Sugahara, K., Nishimura, T., Kusunoki, S., Akasaka, Y., and Nakata, H., 1986,
n = dynamic viscosity kg/sm “SOI/SOI/Bulk-Si Triple Level Structure for Three-Dimensional Devices,”
! IEEE Electron Device Lett.7(3), pp. 193-195.
Subscripts [23] Knio, T., Oyama, K., Hayashi, Y., and Morimoto, M., 1989, “Three Dimen-
i sional ICs, Having Four Stacked Active Device Layerggth. Dig.—Int. Elec-
L = device layer tron Devices Meetpp. 837—840.
a = ambient [24] Kohno, A., Sameshima, T., Sano, N., Sekiya, M., and Hara, M., 1995, “High
f = fluid Performance poly-Si TFTs Fabricated Using Pulsed Laser Annealing and Re-
_ . mote Plasma CVD with Low Temperature Processing,” IEEE Trans. Electron
hs B heat sink system Devices,42(2), pp. 251-257.
in = inlet [25] Meyerson, B. S., Ganin, E., Smith, D. A., and Nguyen, T. N., 1986, “Low
j = layer index Temperature Si Epitaxy by Hot Wall Ultrahigh Vacuum/Low Pressure Chemi-
jmax = number of device Iayers cal Vapor Deposition Techniques: Surface Optimization,” J. Electrochem.
| = liquid Soc.,133, pp. 1232-1235.
. [26] Donahue, T. J., and Reif, R., 1985, “Silicon Epitaxy at 650—800°C using
ox = oxide layer Low-Pressure Chemical Vapor Deposition Both With and Without Plasma En-
si = silicon hancement,” J. Appl. Phys57, pp. 2757—2765.
v = vapor [27] Subramanian, V., and Saraswat, K. C., 1998, “High-Performance Germanium-

Seeded Laterally Crystallized TFT's for Vertical Device Integration,” IEEE
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he Un|¥522g¥]o;§\gé(;nza1 Heat transfer and fluid flow in a novel class of silicon carbide water-cooled milli-channel
' heat sinks were investigated. The heat sinks were manufactured using an extrusion free-
form fabrication (EFF) rapid prototyping technology and a water-soluble polymer mate-
R. \Iaidvanalhan rial. Rectangular heat exchangers with 3.2 8&2 cm planform area and varying thick-
ness, porosity, number of channels, and channel diameter were fabricated and tested. The
T. phi"ips perchannel Reynolds number places the friction coefficients in the developing to devel-

oped hydrodynamic regime, and showed excellent agreement with laminar theory. The
Advanced Ceramics Research. Inc overall heat transfer coefficients compared favorably with the theory for a single channel
3292 E. Hemisphere YLoop” row but not for multiple rows.[DOI: 10.1115/1.1852494

Tueson, AZ 85706-5013 Keywords: Milli-Channel, Liquid Cooling, SiC, IGBT Cooling, Extrusion Freeform Fab-

rication

Introduction problem using either one or two equation models. This approach

With the trend towards increasing levels of integration in the & well suited to channels with low aspect ratios such as foams or

industry, heat-sinking technologies with a higher level of perfof:nultiple rows of small straight channels.

mance are required to meet the elevated power dissipation re10 @ large extent, research into micro- and milli-scale heat ex-

quirements in electronic devices. With air as a working fluid, it i§hangers have been centered around heat sinks fabricated from a

increasingly difficult to design cost-effective heat sinks that caighly thermally conductive solid, such as copper or silicon, with
reject over 100 W/ci[1]. To this end, compact microchannellOWs of small channels fabricated into the surfaces by precision
structures implementing higher conductivity fluids such as watgtachining or chemical etching. High solid conductivity is particu-
have received renewed attention as a possible cooling alternatikaly important in multiple row structures, as the amount of heat
Single row microchannels etched directly into the backs of silicaremoved by any given row can be large. A highly conductive
wafers were first shown to be effective by Tuckerman and Peasedium increases heat conduction into subsequent layers where it
[2]in which a maximum of 790 W/cfwas rejected with a rise in can be transferred to the fluid flow. This provides an advantage to
water temperature of 71°C. While the cost of manufacturing minultiple row heat sinks. In single-phase conditions, single row
crofabricated heat sinks currently prohibits application in produgreat sinks exhibit large stream-wise increase in the water tempera-
tion level electronics, the study showed that microchannel strugre due to high heat fluxes. This promotes a stream-wise increase
tures are well suit_ed to t_he task of cooling electronic devices. jj the temperature of the dissipating devi€d. This temperature
_Following the pioneering work of Tuckerman and Pease, COfhcrease is detrimental to temperature-sensitive devices such as
s!derable researgh has been conducted on _mlcrochannel I?ﬁﬁ:rroprocessors, which must operate below specified tempera-
sinks. Much of this research has fOCU.S'Ed on _smgle rows of th'trﬂrres, and contributes to stresses arising from the thermal expan-
deep channels, commonly analyzed with the fin appréagfrhe siPn coefficien{ TEC) mismatch. Vafai and Zh{10] showed that

fin approach has more recently found application in analysis g two-layer counterflowing microchannel structure reduced the

foam structure$4] and other low aspect ratio structures. The ac- . ' .
- o P Sstream-wise temperature rise along the device surface, compared
curacy of the fin approach is limited by several simplifying as-

sumptions, including fluid temperature uniformity in the directior? ﬂ;]"?‘t of the one-layered hTat sfmk. iniial . | study of
perpendicular to the fluid flow, one-dimensional heat transfer in This paper presents results of an initial experimental study o

the fins, and constant heat transfer coefficient. Thus, the range!tf Single phase heat transfer and pressure drop characteristics of

accuracy of the fin approach in modeling microchannel heat sink8mPact, single and multi-row silicon carbide heat exchangers
is restricted 5]. manufactured by an extrusion freeform fabrication method. This

More recently, the reduction of relevant dimensions in classicalethod allows the fabrication of heat sinks from non-traditional
flow structures found in microchannel heat exchangers has showaterials containing optimal number of rows, hole diameter, po-
that they are amenable to investigation using a porous media apsity, and other properties. The SiC implemented in this study
proach. In a single equation porous media model, the fluid ahds a bulk thermal conductivity of approximately 15 WEn
solid properties and geometry are no longer considered separat@ifiile not an ideal conductor, SiC has a thermal expansion coef-
but are considered to have combined, effective thermal propertiisient (TEC) closely matched to that of silicon, allowing the ex-

In a two-equation model, the volume averaged equations for tBRanger to be more easily integrated directly into the packaging
fluid and solid phases are connected by a heat transfer coefficifution. The favorable TEC characteristic of these exchangers,
Koh and Colony[6] and Kim et al.[7,8] have approached the \yhen paired with the ease of manufacturing multiple row struc-
tures, has opened the door towards the development of integrated

Manuscript received May 25, 2004; revision received September 1, 2004. Re"iﬁﬁuid cooled thermal solutions for high heat flux electronics
conducted by: C. Amon. '
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Fabrication

The current milli-channel SiC heat exchangers were fabricat:
by Advanced Ceramics, Inc., using an extrusion freeform fabric
tion method(EFF) [11]. The SiC substrate was fabricated by co
extruding multiple layers of a composite filament, where eac
filament consisted of an inner core of water-soluble polymer ble g
surrounded by an outer shell of SiC. The polymer core was r§
moved during thermal processing, yielding high-surface-area n
cronscale channels to accommodate the flow of a cooling flui
EFF permits the fabrication of geometrically complex, three
dimensional structures directly from CAD designs. Rapid protc
typing allows the fabrication of multi-row structures that do no
have to be individually laminated.

Experiments

Test Samples and Instrumentation. Tests were performed
on six SiC samples, each measuring approximately 3.X2m
cm in planform area with varying thicknesd, number of chan-
nels, N, channel diameter], and number of channel rows. In §
addition, a copper validation sample with a single row of si
two-millimeter diameter holes was fabricated for comparison. Fi(}
ure 1 illustrates the nomenclature used in describing the te{#
samples. Figure 2 shows photographs of representative SESS
samples and the copper validation sample. The properties of - : » :
samples tested are shown in Table 1 where Sample 7 is the cof Sample #5

. : . p
sample. The average diameter of the channels in each SiC samplie
was determined by photographing both inlet and exit faces of the
samples, expanding the image, and measuring the total cross- Fig. 2 Photographs of samples
sectional area of the channel openings. The average area for each
channel was determined as the total channel area divided by num- . ) .
ber of channels, and the average effective per channel diardetefnatching opening in the G-10 manifold. Three Incoloy cartridge
was determined assuming each channel had a circular crd3gaters, each capable of developing 500 watts at 120 AC volts,
sectional area. Each of the samples was manifolded with 0.5-ina#ere embedded in the “head” of each bar. Each set of heaters was
thick G-10, a low-conductivity0.288 W/m-C)glass/epoxy com- driven via pulse width modulation of a standard 120-volt AC sig-
posite, allowing the sample to be flowed while minimizing hea?al by a Fugi PXR-4 temperature controller and solid-state-relay
lost through conduction. Pressure taps with a 0.08-cm ID wef@mbination. A series of five, 36-gauge, type-K thermocouples
inserted 2 to 3 mm upstream and downstream of the exchanyéte embedded in the meter bar at 0.25-inch intervals beginning
inlet and exit respective|y_ Measurement of hydrodynamic pregt 0.125 inch from the contact surface. Heat flow was determined
sure drop across a sample was performed by means of simpyemeasurement of the temperature gradient along the meter bar,
U-tube manometer. Figure 3 illustrates the sample with a manifond using the one-dimensional conduction law:
as configured for the heat transfer and pressure drop measure- q=Ak AT/AxX )
ments. Type-K, 36-gauge, thermocouples were inserted in the flow mem
allowing direct measurement of the mixed mean temperature ap{n all instances the temperature gradient was seen to be linear in
proximately 2 cm from the heat exchanger entry and exit. the meter bar, validating the use of the one-dimensional conduc-

Water flow was delivered to the heat sink via a Neslab RTEtion equation. A high-conductivity interface compound was ap-
constant-temperature recirculator capable of absorbing 500 Waitied to all contact surfaces to ensure evenly distributed thermal
at 20°C. Downstream of the recirculator outlet, flow metering wagpntact while allowing for the placement of three additional 36-
achieved with a bank of valved, correlated rotometers, with ranggauge, type-K thermocouples on the sample surface to estimate
from 1 to 1000 mL/min. From the flow meters, water flowed int@urface temperature. The heated end of the metering bars were
the inlet of the milli-channel sample. The fluid exiting the heagttached to a precision platen die set and actuated by a pneumatic
sink was collected at the outlet manifold and returned to the ream. All thermocouples were terminated in an isothermal zone
circulator reservoir at ambient pressure to be chilled for recirciox and temperatures were measured with a Fluke Hydra 2620-A
lation. data acquisition unit.

. . A typical test was conducted as follows: After insertion of a

Heat Delivery and Measurement. Heat was supplied sym- sagmple between metering bars, a 200-psi load was applied to en-

metrically via a matched set of copper metering bars measuriggre proper contact of surface thermocouples and to minimize
6.35 cmX 6.35 cm in cross section at the “head,” which tapers to

2.54 cmX 2.54 cm in cross section at its contact with the sample.
The bars contacted the heat exchanger external surfaces through aTaple 1 Geometric characteristics of tested samples

Sample LXwxH d No. of
ID m-10° m-10 8 rows N
1 33%x22x11.2 1300 5 42
2 33X22x10.8 335 11 155
3 32x22X11.8 940 7 49
4 30X22X5 1150 1 10
5 33X22X5 510 7 126
6 33X22X2.8 510 4 76
7 32x25.4x3.8 2030 1 6
Fig. 1 Schematic of a representative sample
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Inlet thermocouple Outlet thermocouple tributed to incomplete mixing of the exiting fluid. It was therefore
\ determined that the mixed outlet temperature could best be esti-

Pressure taps mated indirectly by the use of the energy balance

N

7 q:mcp(Tw,out_ Tw,in)+QIoss 8)
ba ) Water outlet A zero flow case was tested and losses were seen to be less than 2
Water inlgt Watts in all cases. Extraneous losses were therefore determined to
I be negligible when compared to the order of the heat throughput
during tested flows.
P _]-— Other non-dimensional numbers were defined as follows:
G10 Reynolds Number
Manifold [ Metering bar d
[~ thermocouple Re= & 9)
tshlgrf;?coupl - // placements M
(3 on both sides) ° Nusselt Numbers
W — Uwed - Upasd
NUyer= v NUpasgs—— (10-11)
Ku Ky

Fig. 3 Schematic of sample manifold and instrumentation
Prandtl Number

contact resistance. The flow loop was engaged at maximum flow Pr=——- (12)
rate, commonly 500 mL/min, and the heating was applied so as to Ku
establish a heater temperature of 90°C. The system was allowed t@;;536tz Number
reach thermal equilibrium for a period of at least ten minutes or
until surface temperatures changed by no more than 0.1°C in five Rey Prd
minutes. Following collection of thermal and pressure data, the Gz= L (13)
flow rate was systematically lowered and data acquisition was
repeated. The Nusselt number in a single channel was compared to the
classical solution for the hydrodynamically developed but ther-

Data Reduction mally developing case by Hausgh3]

Thermal Characterization. The derived thermal metrics are NG —36 0.0668d/L)Rey Pr (14)
stated in terms of either wet or base surface amkgg.is the total Upet™ S-
internal wetted area of all the channels 1+0.04 (d/L)Rey Pr**

@) and to the combined entry length solution due to Sieder and Tate

Ayer= mdw,N [14]

Apaseis the total outer heated area:

113 14
Rey Pr) (,u) (15)

Apase™ 2W W, 3) NUyer= 1-8% L/d /'L_

\ S

wherew is the width of the sample amd,, is the width of the ) o ) )
metering bar, not the entire sample length,Note that all data ~ Hydrodynamic Characterization. ~An important consider-

presented are for heating on both outer surfaces of the sam@#on in the development of cost effective heat exchangers is the

The overall heat transfer coefficient from the SiC to the water Rfessure required to force a given flow rate. It is therefore desir-

calculated as shown by Incropera and De\i2] able to be able to evaluate the pressure head loss based on physi-
cal characteristics of the heat sink alone. To this end, the SiC
__4a @) samples were tested and compared to expected pressure drop
AAT,,, values as a function of mass flow rate. Pressure drop is best
whereA can be either, o, of Agses ATy is a log mean tem- ;;:Toprared by expression in terms of the non-dimensional friction
perature difference between the external surface and fluid, definea
as[12] (24P d 16
_(Ts_Tw,in)_(Ts_TW,out)_ Tw,out_TW,in - pU2 L
ATs—w_ - (5) m
Ts_Tw,in Ts_ Tw,in : f : : ;
In——— n— ——— whereu,, is the average channel velocity. Since flow is laminar
Ts— Twou Ts= Tw,out for all samples at all flow rates in this study, the present results
The thermal resistanc®, is determined as can be compared to the classical solution for Moody friction fac-
tor in the developing flow regime for a circular duct as presented
R ATgin ©) for example by Shah and Lond§m5]
q
, _ 3.44  1.25(4x")+16-3.44(x")"?
whereq is the total heat supplied from the top surfage, and —0 T —
bottom surfaceg, (x7) 1+0.00021x™)
f= 0.25R @
4=01+0; 7) oRe

andATq,=Ts—Tin, WhereT, is the average surface temperaturévherex™ is a nondimensional length
of the top and bottom surfaces. L

During testing, it was observed that measurements of the outlet xt=—— (18)
fluid temperature demonstrated significant temporal variation, at- d Rey
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This correlation converges to the classical solutiorf of64/Rg 100

for the case whera™ is large and the influence of the hydrody- o C?Ppe' sample
namic entrance length diminishes. A  SiC Sample #4, 1 row
Thermal entry length

Measurement Uncertainty. All temperature measurements
were taken with type-K thermocouples terminated in an isother-
mal zone box with a true ice-point reference. Previous calibration } 10|
and determination of zero and first order uncertainties lead to anZ
overall uncertainty of=0.1°C. Uncertainty in the heat flow deter-
mination from Eq.(1) was estimated to be:5% using the single
sample uncertainty analysis proposed16]. The thermal con-
ductivity of the copper bars was measured in a separate experi-

..... 9.0 -« - --. Combined entry length

ment by comparison to a NIST traceable carbon sample. The pri- 1
mary parameters contributing to the uncertainty in the 0.001 0.01 0.1
hydrodynamic analysis were found to be uncertainty in volumetric Gz

flow rate, pressure drop, and average channel diameter. The su
plier's estimated error in volumetric flow measurement was 2% gt
full scale, accounting for no more than 6% error in applicatior.
Absolute error in pressure measurements were assumed to be 3

mm H,O, introducing large error estimates at lower mass flow .
rates, with values approaching 40%. Uncertainty in the deternflym was accounted for by averaging the thermocouple measure-

nation of the average diameter proved to be the largest contribuf3#NtS taken along the sample surface. In the plot, data are seen to
at higher Reynolds numbers accounting for up to 4% deviatiolf Petween the Nusselt number solutions for a fully developed
Propagation of error using the root-sum square meft&d, re- ydrodynamlc and thermally developlng channel flow, and a com-
sults in a maximum error for thermal measureméRtand Nu)of bined entry length solution, both of which converge to the devel-
5% and error in friction factor ranging from 6—40%. oped yalue of 3.6.6..S|nce the copper sample has larger holles than
the SiC sample, it is expected that the copper sample will tend
. . more to the combined solution, and the SiC to the thermally de-
Results and Discussion veloping solution.

Figure 4 shows the overall sample thermal resistance as a funcAs additional rows are added to the heat exchanger, the presen-
tion of total volumetric flow rate collected on a high-performingtation developed for Fig. 5 can be utilized to show that additional
single-row SiC sample, compared to the copper validation sampfhysics are in play. Figure 6 shows diminishing values fog,J\u
For reference, a line representing typical results from a highs the number of rows increase. tcompares well to theory for
performing air-impingement heat sink is also preseiitet], but the case of a single row, implying that the wall temperature is
the air-cooled heat sink is heated only on one surface, whereaslearly constant around the wetted-area and equal to the tempera-
present water-cooled heat sink is heated on both surfaces. At mage measured at the outer surface area. When the number of rows
est flow rates, both milli-channel sinks perform significantly betténcreases, the temperature of the internal channels falls below the
than their air counterparts with the copper and SiC heat sintalues measured on the outer surface. This results in an apparent
yielding thermal resistances of 0.2 C/W and 0.26 C/W, respexeduction in Ny, The diminished values of Ny, in Fig. 6 as the
tively, at a flow rate of 507 mL/min. It is interesting to note thahumber of rows increase, affirms that the outer surface tempera-
despite its lower thermal conductivity, the SiC heat sink comparesre and heat flux are not sufficient to describe the interior condi-
favorably with the copper heat sink at the same overall flow ratgons. Furthermore, the reduction in N does not imply that
To be sure, this is not a rigorous comparison, for example the e overall performance is diminished in multiple row heat sinks,
channel Reynolds number is different for the two cases. Howevenly that other formulations are necessary to describe their
this comparison does offer preliminary evidence that the SiC hegarformance.
sink thermal performance does not suffer greatly from the modestA common method for evaluation of heat sinks is the overall
thermal conductivity of this formulation of SiC. thermal resistance. A comparison of thermal resistance for

The thermal data from these single-row samples are validatesimples of four and seven rows is shown in Fig. 7. These samples
in Fig. 5 by comparison with classical solutions for single tubeisave identical geometrical parameters except for the number of
with a constant wall temperature. In this experiment, the surfacesws. Here we see that the resistance drops for increase in mass
were not held at a fixed temperature. A variation of 5°C at maxilow rate and for an increase in number of rows, reflecting a

corresponding reduction in device temperature. This effect can be

8. 5 Single-row samples compared to laminar heat transfer
eory for a single isothermal circular channel

0.5
Y
imi i i 100
sl = -? Limits of air coole:smks _ 2 SICSample #4, 1 row
“1 g : - o SICSample #6, 4 rows
o ° D SiCSanple#5, 7 rows
g 03} o o 10 Thermal entry length
S o ° i
w02} ) g
- © SiC Sanple #4, 1 row 1l 0060066000
0.1 <
D Copper Sample Doo 00po g g
o " L i n "
0 100 200 . 300 400 500 600 0.1 N .
V (mL/min) 0.001 0.01 0.1 1
Gz-1
Fig. 4 Comparison of thermal resistance for SiC and copper
heat exchangers and high-performance air sink Fig. 6 Wetted Nusselt number dependence on number of rows
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01 |
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Red

Fig. 10 Friction factor for the copper validation sample com-

Fig. 7 Effect of increasing number of rows and flow rate on
pared to theory

thermal resistance

) ] ) ) ) _come the inability to conduct heat to the interior rows, and the
captured in a non-dimensional form by introducing an alternativgop in the per-channel mass flow rate. This is being investigated
definition of the Nusselt number, Ny, as formulated in Eq. b 5 companion analytical study.

(11). In this form, the base area is used to describe the overall heajg important as thermodynamic performance in the selection of
transfer. Figure 8 compares Ny.for samples with four rows and 3 viaple compact heat exchanger, are the hydrodynamic character-
seven rows, and shows an increase in thg,Nwith an increase jstics. As seen in Fig. 9, the pressure drop from samples of similar
in the number of rows. Here it is seen that multiple rows allowross sectional area depends on channel diameter, number of
heat to be conducted to subsequent interior rows. Due to the finigannels, and mass flow rate. Data reveal a well-behaved linear
conductivity of the SiC samples, Nu. will approach a limit re|ationship between mass flow rate and pressure drop, an ex-
where a further increase in the number of rows will no longgfected behavior in laminar flow conditions. Also, a reduction of
affect the overall thermal performance of the heat sink. It is ahannel diameter size from 1.3 mm to 0.34 mm, results in a nearly
ticipated that the increase in wetted channel area will not ovegnfold increase in pressure drop across the sample. Calculated
friction factor data for the copper validation sample are shown in

35
10
3t o O .
gb D & SiC Sample #4, 1 row
25| @ o © Shah and London
o <
g 2 Elm°<>°° © 1
2
3 O°
Zz 15} f
11 © SiC Sanple #6, 4 rows 0.1
o5 | 0 SiC Sanple #5, 7 row s
0 ‘ ‘ ‘ ‘ AN K X FENNY
0 1 0.01 " -
00 200 300 400 500 10 100 1000 10000
Re, Re,
Fig. 8 Nusselt number based on base area for 4 and 7 row Fig. 11 Friction factor for a single-row SiC sample compared
samples to theory
1200 100
¢ Sample #2, d = 0.34mm
1000 } 4
A Sample #3, d = 0.94mm 10 |
800 |
o~ ©
& X Sample #1, d = 1.3mm
o 600t o o1 © Sanple #3
q A Sanple #4
400 | °
A 01 | X Sample#5
200} o s 2 y o Sample #6
] x —— Shah and London
o dunn # £ ' - ' 0.01 ' -
0 100 200 300 400 500 600 1 10 100 1000 10000
V (mLimin) Re,
Fig. 9 Pressure drop as a function of mass flow and channel Fig. 12 Friction factors of several SiC samples compared to
diameter for samples of similar cross-sectional area theory
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Fig. 10, along with hydrodynamically developing friction factor L = sample lengtim)
theory. The copper sample contains a set of identically sized, N = number of channels
smooth channels allowing for validation of the experimental setup Nu = average Nusselt number
for pressure drop measurement. The channels in the copper p — pressurePa)
sample have a relatively smalld ratio, making entrance and exit Pr = Prandtl number
losses numerically significant. In Fig. 10, data for f are shown q = heat flow(W)
after subtracting inlet and exit pressure losses computed using a R — thermal resistancéC/W)
rounded entrance loss coefficient, and a contraction/expansion ra-
tio of 0.1. As seen in the figure, these data compare favorably with R€ = Reynolds number
the theory except at the lowest flow rates, where uncertainty was 1 = temperatureC)
high. u, = mean channel velocitym/s)

The SiC samples exhibit departures from those idealized in the U = overall heat transfer coefficieftv/m?.C)
copper sample. Due to processing and sintering under high tem- v = volumetric flow rate(mL/min)
perature and pressure, the SiC samples tested showed varying y — sample width(m)
degrees of variation in channel size and shape. The results pre- , _ gireamwise coordinate
sented are for preliminary data and errors may be apparent from _ .
clogged channels, interface resistance, “crushed” holes, and
variation in channel geometries. A view of the cross section of a
typical sample and its measured friction factor data are shown @reek
Fig. 11. It is evident that even with irregularity, the friction factors _ .
line up well with the laminar theory when using average effective A = delta, ghange n property
channel diameter as the representative length scale. Figure 12 # = dynamic viscosity at mean temperatighe s/n7)
shows friction factor data for samples 3 through 6, again demon- 7 = P!

= non-dimensional distance
= normal coordinate

strating good agreement with the laminar theory. p = fluid density (kg/n?)
Subscripts
Conclusions 1 = from top surface
Although a relatively small set of samples were characterized, 2 = from bottom surface
some definite conclusions can be stated as follows: base = based on contact area

1. Liquid-cooled SiC heat sinks easily outperform air-cooled ~d = based on mean effective diameter
heat sinks and compare favorable with copper equivalents at simi- h = based on sample height
lar overall flow rates. in = inlet

2. Performance of single row SiC samples is not hindered by m = meter bar
low thermal conductivity and can be predicted by theory devel- out = outlet

oped for isothermal channels. o-i = outlet minus inlet
3. Thermal performance for multiple row samples cannot be s = solid or surface, depending on context
conveniently captured by single channel, isothermal theory be- 5.j = surface to inlet

cause the interior temperature differs from the easily measureds_\y — |og mean, surface to wall
external surface temperature.

4. Comparison ofR and Ny, shows that multiple row
samples are more effective than single row counterparts. It is an-
ticipated that an optimum number of rows exists for a given ge-
ometry and sample thermal conductivity.

5. Hydrodynamic performance in the samples agrees with
laminar theory and does not suffer from physical irregularities
(size and shape variatipwhen the average effective per channeReferences
diameter is used as the relevant lengthscale.
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[1] Ortega, A., 2003, “Air Cooling of Electronic Components: Review of Re-
L search Developments in the Period 1981-2001 and Their Impact on Our Un-
Continuing Work derstanding of Cooling Limits,” Paper IMECE 2003-424122003.

M fined d . . I deri [2] Tuckerman, D. B., and Pease, R. F. W., 1981, “High-Performance Heat Sink-
ore refined second generation SiC samples are under investi- ing for VLSI,” IEEE Electron Device Lett.2, pp. 126—129.

gation and an analytical model for multi-row milli-channel heat [3 philips, R. J., 1990, “Micro-Channel Heat Sinks,” indvances in Thermal
sinks is under development to allow full exploration of design  Modelling of Electronic Components and Systevis. 2, A. Bar-Cohen and A.
optimization in such geometries. These results will be reported in  D. Kraus, eds., ASME, New York, Chap. 3.
future publicati()ns_ [4] Lu, T. J., and Ashby, M. F., 1998, “Heat Transfer in Open Celled Metal
Foams,” Acta Mater.46, pp. 3619-3635.
[5] Knight, R. W., Goading, J. S., and Hall, D. J., 1991, “Optimal Thermal Design
Acknowledgment of Forced Convection Heat Sinks—Analytical,” ASME J. Electron. Packag.,

113 pp. 313-321.
The research was performed under Army STTR contract NOJ6] Koh, J. C. Y., and Colony, R., 1986, “Heat Transfer of Microstructure for

DASG60-02-P-02-P-0280 monitored by Richard Rodgers. Integrated Circuits,” Int. Commun. Heat Mass Transfe8, pp. 89—98.
[7] Kim, S. J., Kim, D., and Lee, D. Y., 2000, “On the Local Thermal Equilibrium
in Microchannel Heat Sinks,” Int. J. Heat Mass Trans#3, pp. 1735-1748.
Nomenclature [8] Kim, S., and Kim, J. D., 1999, “Forced Convection in Microstructure for
A = area(mz) Integrated Circuits,” ASME J. Heat Transfei21, pp. 635-645.
_ s 9] Mudawar, 1., 2000, “Assessment of High Heat Flux Thermal Management
c, = specific heat of watefJ/kg-C) o] 9 g

_ . . Schemes,”Proceedings 7th IEEE InterSociety Conference on Thermal Phe-
d= average or mean effective per channel dlam(;ma)r nomena in Electronic SystenffHERM 2000), IEEE, Piscataway, NJ, Las

f = friction factor Vegas, NV.
Gz = Graetz nU_mber [10] Vafai, K., and Zhu, L., 1999, “Analysis of Two-Layered Micro-Channel Heat
H = sample thicknesém) Sink Concept in Electronic Cooling,” Int. J. Heat Mass Trans4éx, pp. 2287—
ky = thermal conductivity W/m-C) 2297.
64 / Vol. 127, JANUARY 2005 Transactions of the ASME

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



[11] Vaidyanathan, R., Walish, J., Lombardi, J. L., Calvert, P. D., Kasichainula, S[15] Shah, R. K., and London, A. L., 1978, “Laminar Flow Forced Convection in
and Cooper, K., 2000, “Extrusion Freeform Fabrication of Functional Ceramic Ducts(Supp. 1),” inAdvances in Heat TransfeF. F. Irvine and J. P. Hartnett,

Prototypes,” J. Met.52(12), pp. 34-37. eds., Academic, New York, pp. 96-98.

[12] Incropera, F., and Dewitt, D., 200Bundamentals of Heat and Mass Transfer [16] Moffat, R. J., 1988, “Describing the Uncertainties in Experimental Results,”
5th Ed., Wiley, New York, pp. 482—-490. Exp. Therm. Fluid Sci.1, pp. 3-17.

[13] Hausen, H., 1943, “Darstellung des Warmeubergages in Rohren durch vefi7] Issa, J. S., and Ortega, A., 2002, “Experimental Measurements of the Flow and
allgemeinerte Potenzbeziehungen,” VDI Z, p. 91. Heat Transfer of a Square Jet Impinging on an Array of Square Pin Fins,”

[14] Seider, E. N., and Tate, G. E., 1936, “Heat Transfer and Pressure Drop of = Paper 34244, Proceedings., IMECE2002, ASME International Engineering
Liquids in Tubes,” Ind. Eng. Chem28, p. 1429. Congress & Exposition, New Orleans.

Journal of Heat Transfer JANUARY 2005, Vol. 127 / 65

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Microelectromechanical
System-Based Evaporative
emens | Thermal Management of High
s-¢.vo § Heat Flux Electronics

C.-F. Wu
. This paper describes the development of embedded droplet impingement for integrated
C.-C. Hsieh cooling of electronics (EDIFICE), which seeks to develop an integrated droplet impinge-
ment cooling device for removing chip heat fluxes overWdent, employing latent heat
Mechanical Engineering Department, of vaporization of dielectric fluids. Micromanufacturing and microelectromechanical sys-
Institute for Complex Engineered Systems, tems are used as enabling technologies for developing innovative cooling schemes. Mi-
Carnegie Mellon University, crospray nozzles are fabricated to produce-8300 um droplets coupled with surface
5000 Forbes Avenue, texturing on the backside of the chip to promote droplet spreading and effective evapo-
Pittsburgh, PA 15213 ration. This paper examines jet impingement cooling of EDIFICE with a dielectric cool-
ant and the influence of fluid properties, microspray characteristics, and surface evapo-
ration. The development of micronozzles and microstructured surface texturing is
discussed. Results of a prototype testing of swiss-roll swirl nozzles with dielectric fluid
HFE-7200 on a notebook PC are presented. This paper also outlines the challenges to
practical implementation and future research need30Ol: 10.1115/1.1839586
Introduction which is why considerable research has been redirected towards

In recent years, there have been significant increases in Chﬁr&gse approaches for thermal management of electronics.

level heat fluxes, along with increasing demands for miniaturiza- Ionl dc;;e%t I::%ur:?az?()h'rt]ﬁ’ctjrr]s Té?swf)er;'scso?rg erghgré?geéielgc't?.:
tion. Thus, thermal management is becoming a critical bottlene RO! EI th h\ll'w id pl' ) b P Iy d with : 'thl
to system performance. The increase in processor speeds has gdjf- Even though iquid cooling can be employed with or with-

made possible by greater chip level integration of electronic cof¥ oiling, boiling can greatly reduce electronic chip tempera-

t d by trend h inale chi ted compared with single-phase liquid cooling. This approach of
\?v?trr]lei?wtse;rgtedyc;sr?esmS(;LI{gor;s single chip segmente proces%gl%?j cooling with boiling has been extensively studied in the

Due to these enhancements, chip level heat fluxes have t, starting with the pioneering work of Bergles and his group
gone up considerably; they are already reaching 50 W/on L1~91 and continuing with Incroper@l0], Bar-Coher{11] and
many high-end commercial applications and are expected to her researchers. The main issues investigated are the critical
ceed 100 W/crhbefore the decade ends. Conventional air coolddfat .ﬂU).((.CHF) Ievels_that can be attained, temperature overshoot
designs are no longer adequate to remove these heat fluxes Eﬁ& |ncf|p|erf1t excuLsmn, bube% g_romlltﬁ andm(i'e':pz_irtuk:e, ang the
for a number of applications, direct air cooling will have to b ect of surface enhancement. Critica eat i }ist € pea
replaced or supplemented by other high-performance cooli at flux in the boiling curve of the coolant. Any further increase
techniques. On the other hand, although the state-of-the-art cdH%he heat flux would cause a drastic increase in electronics tem-
ing techniques currently available are able to meet the coolifigratures; thus CHF is the upper thermal design limit for any

requirement of the order of 100 W/@ma simple, compact, scal- Phase-change cooling system.

able and reliable thermal management scheme is strongly desire§<eat pipes[12] and thermosyphonEl2,13]are examples of

for most electronic devices, especially for portable applicationsindrect liquid cooling with two-phase heat transfer which can

In the following sections, a review of high-heat-flux electronic§@nsport large heat rates with small temperature differences and
thermal management is provided. In addition, since many of tgXPIOit the benefits of two-phase heat transfer. Paim and Tengblad
day’s miniature electronics cooling devices utilize microelectr 14]have presented a review of recent literature. Another example

mechanical system@EMS) technology, the background of rel-Of indirect liquid cooling is microchannel cooling. The micro-

evant MEMS and microfabrication techniques is also briefl§iructures give rise to a considerable increase in coolant-solid con-
reviewed. act area. At single-phase cooling, a heat flux of 790 \W/eras

achieved with a large temperature rise of 71°C of the silicon heat
sink and a significant pressure drop of 220 kPa at a water flow rate
. . ) of about 500 criymin [15]. Two-phase microchannel cooling
Heat Removal of High-Heat Fluxes: Literature Review  greatly reduces the coolant flow rate and streamwise temperature

Liquid-vapor phase change, direct and indirect liquid coolingfcrease, making it more favorable to high-heat-flux electronics
impinging jets, droplets and sprays are attractive cooling optiofg0ling [16]. A great deal of research on single- and two-phase
for removing high-heat fluxes because of their associated h@aicrochannel cooling for high-heat-flux electronics can be found
transfer coefficients. Two-phase heat transfer, involving tH8 the open literaturgl7-20.
evaporation of liquid in a hot region and condensation of vapor in Single-phase jet impingement cooling has been investigated ex-
a cold region, can provide the removal of much higher heat fluxggrimentally and numerically. Stevens and WeBl] have re-
than can be achieved through conventional forced air cooling@rted experimental results with single-phase, single-jet impinge-

ment cooling of a simulated chip with water as the cooling fluid.

Manuscript received May 14, 2004; revised manuscript received August 13, 20041€ important results of their investigation demonstrate that the
Review conducted by: V. Dhir. heat transfer coefficient is highest in the stagnation zone of the
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impinging jet, and that the velocity of the jet is most influential irany advantage over smooth surfaces. Teuscher ¢4@].have
determining the heat transfer coefficient. A series of papers bgported similar work with surface enhancement. The effect of
Womac et al[22-24] have examined jet impingement cooling ofsmooth surfaces and microstructured surfaces on the boiling of
a simulated chip with single and multiple jets using FC-77 anlC-72 jets was investigated by Wadsworth and Mudaj#ar].
water as single-phase coolants. Surfaces with microgrooves and surfaces with microstuds were
Maddox and Bar-Cohef25] conducted a study on the designused. Their results indicate that enhanced surfaces augment heat
of a submerged jet impingement cooling system. They concludtrdnsfer coefficients as well as CHF. The surface with micro-
that the Martin correlatiofi26] for submerged jet impingement is grooves gave the best performance, yielding CHF values in excess
the most appropriate for electronics cooling design calculatiorsf. 160 W/cnt with a jet velocity of 2 m/s.
Other important results indicate that Nu increases with increasingBoiling spray cooling of chips has been investigated experi-
Re and Pr. Also, with an increase in the number of jets per chimentally by Yao et al[48], using FC-72 as the coolant. They
the pumping power reduces and the heat transfer improves. Thimend that heat transfer from the chip surface is more uniform
are other papers also in the literat(iz¥,28]dealing with single- with sprays than with impinging jets. They also studied the influ-
phase jet impingement cooling yielding results similar to thosence of liquid subcooling and mass flux. Their experiments show
discussed above. Analytical and numerical work has been p#rat there is no boiling incipience temperature overshoot associ-
formed with single-phase jets for electronics cooling. Lienharated with spray cooling. This can be attributed to the fact that the
et al.[29,30]considered a single free surface jet impinging on deposited liquid film is so thin that the bubble nucleation from the
constant heat flux surface. The energy equation is solved by insg#face is significantly suppressed, allowing the spray-entrained
gral analysis, and various zones in the wall jet region are idengas embryos to serve as preferred nucleate sites such that surface
fied based on the growth of the thermal and hydrodynamic bourilicleation is impeded.
ary layers and point of transition to turbulence. Nusselt number Chow and co-workerp49,50]used the air-atomizing spray sys-
correlation as a function of the radial coordinate is presented. Ligm to study the effect of surface characteristics on evaporative
et al. [31] examined the influence of the Weber number on th&ater spray cooling. Their high spray-mass-flux results show that,
stagnation point heat transfer. When the Weber number is végy an ultrathin liquid film of the order of 0.km, heat is evapo-
small, the stagnation point velocity gradient increases, resultingfiated from the free surface through direct conduction, yielding
enhanced heat transfer. very high heat fluxes of the order of 1200 Wkrat very low
Nonn et al.[32] have reported investigations on jet impingesuperheats. They concluded that the smoother the surface is, the
ment flow boiling with FC-72 and FC-87. They concluded thathinner the deposited liquid film is. Estes and Muday#ir] com-
higher jet velocities give rise to higher CHF. Studies by Napared the performance of free jet and spray on two-phase elec-
kayama and Copelar{@3] and Copeland34]indicate that when tronics cooling. It was found that spray cooling produced much
the flow rate is kept constant and the number of nozzles is igireater CHF at low subcooling because the spray droplets were
creased, the CHF increases. CHF values as high as 2003v/drpre effective at securing liquid film contact with the surface.
were attained with FC-72 multiple jet impingement boiling on a Amon et al.[52] determined the optimal configuration of mi-
chip. Ma et al.[35] present an extensive literature survey of jegrostructured silicon surfaces etched with deep reactive ion etch-
impingement cooling both with and without boiling. Their studiesNd (DRIE) into islands and studs. They found that the studs en-
as well as other studies in the literature, indicate that cooli@Pled the spreading of liquid by surface tension, whereas the
uniformity improves by using an array of jets. They point out thap/ands created thin films for effective evaporation. Kim e{s8]
research is required in order to understand the interaction of jetsSiggested that the microporous coated surface significantly in-
multiple jet impingement systems. creased the heat transfer coefficient of evaporative spray cooling
Numerical work, which incorporates two-phase effects in jé{ue to the capillary pumping action. The microporous structure
impingement, has been reported in the literature. With relevang@n also delay the occurrence of surface dryout.
to electronics cooling, Wang et 4B6]performed a computational _ N Summary, compared to other cooling schemes for the thermal
study of two-phase jet impingement cooling of a simulated chfffanagement of high-heat-flux electronics, such as direct liquid
by solving the averaged transport equations for the two phast@Mmersion, microchannel cooling and jet impingement, spray
Some of their important conclusions are that the boiling of a?PO!'ng appears more afiractive. The nature Of. dispersed dropl_et
impinging jet produces the best cooling and that an optimiz%@p'ngem_em in a spray cooling system gives rise to a more uni-
flow rate exists for the impinging jet. form spatial surface temperature distribution over the entire spray
Enhanced surfaces have proven successful in inducing high8Pact ared54]. Boiling incipient superheat, which may cause
heat transfer rates and lower temperature overshoots in pool ere thermal shock to electronic components and make heat
jet impingement boiling. Enhanced surfaces have been inve {f;_lnsfer performance _hlghly unpredlctab_le, is_much Iess_pro-
gated at length by Bergles et §B,37,38]and several other re- nounced in spray coollr)g systems than n pqol or flow b_0|I|ng
searchers, and surveys have been published in the Iiterata_éltems[‘ls]' Spray cooling can also provide significantly higher

[39,40]. In the context of electronics cooling, Nakayama et af’ d'i:ti:)hnar\]/vjheiltei@ﬂggvzrll:ggtiﬁosc;)"rg?/ L%;ﬁ:]\aegrzorxvaﬁ%htn”e d
[41,42]investigated the effect of nucleation sites and deagn%tithe liquid supphf55], they are insensitive to heat fiux fluctua-

enhanced surfaces that achieved critical heat fluxes ab ¥es, making spray cooling a safer approach than jet cogbag
100 W/cn? with fluorinert dielectric liquids. Pool-boiling research ’ g spray 9 PP J

with FC-72, using specially designed surface cavities on silicon o
substrates, achieved heat flux removal rates of about 10 %v/cMEMS Fabrication
with a superheat of 10°(43]and up to 55 W/crhwith a super- Micromanufacturing fabrication and the development of related
heat of 42°C[44]. processes are leveraged by the large investment in very large scale
Work has also been reported on the surface enhancementriégrated circuit manufacturing. Advantages of this approach in-
chips to improve heat transfer on jet impingement cooling. Sullelude much lower manufacturing costs and greater integration and
van et al.[45] used smooth and roughened spreader plates to miniaturization. In addition, it enables the integration of sensors
crease heat transfer from the chip surface, on which a single @td actuators with better performance than those of conventional
impinged without any phase change. Smooth spreader platesmanufacturing approaches. The research performed at the Carn-
duced thermal resistance by 50% and roughened spreader plagis Mellon MEMS laboratory on fabrication and design of inte-
reduced thermal resistance by 80%. Saw-cut and dimpled surfagested MEMS is driven by the long-term objective of low-cost
were used as roughened spreader plates. The authors emphasige®omized integrated microsystems for manufacturing, sensing
the need to select roughness dimensions carefully in order to gaimd actuation applications.
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Different integrated-MEMS process technologies have beevhich enables fabrication of high aspect ratio and flat MEMS
proposed and demonstrated. The proper choice for a particuliavices with integrated circuitry. This new CMOS-DRIE MEMS
application is based on cost, manufacturability and design flexibprocess incorporates the benefits of CMOS composite structures
ity. Over the past six years, a unique process has been developth the superior mechanical properties of SCS.
at Carnegie Mellon that integrates MEMS with conventional

complementary metal-oxide-semiconduct@MOS) electronics, Oyerall Design of EDIFICE: Embedded Droplet Im-

which addresses the need for diverse, robust and low-volume jn- . .
tegrated MEMS productiofb6]. CMOS is the most common in- f.‘ﬂngement for Integrated Cooling of Electronics

tegrated circuit technology used for the manufacturing of almost The objective of this paper is to describe ongoing work at Car-
all of the digital electronics in computers and consumer appliegie Mellon University to develop a droplet impingement-
ances. The availability of foundry CMOS ensures both access agrpling device called EDIFICE for removing heat fluxes over
affordability, since the electronics market place dictates reliab% W/cn? for both portable and desktop electronjeé§—59. The
and low-cost production resulting in high-yield manufacturing. goal is to integrate the chip cooling solutions with the chip level

Within the embedded droplet impingement for integrated cogbackaging using MEMS technology, which offers the possibility
ing of electronics(EDIFICE) project described next, we are in-of miniaturization and inexpensive batch fabrication. The EDI-
vestigating DRIE silicon structures for microfluidic systemsFICE project utilizes the latent heat produced by the vaporization
where microvalves and micronozzles are manufactured on a coofi-dielectric coolants to obtain high chip heat transfer rates. Cool-
mon silicon wafer. DRIE allows anisotropic etches and can credtey is achieved through the impingement of micron-sized droplets
deep cavities with nearly vertical walls. DRIE is preferable t¢50—100um) generated through multiple nozzles manufactured
conventional machining methods, such as electric discharge math DRIE. EDIFICE employs MEMS-enabled technologies for
chining and laser cutting, because it allows for greater precisiomanufacturing(i) micronozzles, swirl nozzles and microinjectors
and geometric complexity. The fabricated microfluidic systenfsr jet breakup[60], (i) microstructured silicon surfaces for the
can be combined with single-crystal-silicd8CS) microstruc- enhancement of thin film evaporati¢s7], and(iii) electrostatic
tures, building upon the CMOS CMU-MEMS process. The sanicrovalves for on-demand control of dielectric coolant flow
quence employs a post-CMOS deep silicon backside etchimgies[61].

Pump
Heat Sink

and
Condenser
Micro-nozzles
.
\ o\
: ~ m Detall: Eniarged Side View of
:‘ !c|ro-:l'rhco i Chip Surface and Coolant Droplets.
Electronics
Fig. 1 Schematic of EDIFICE and overall system
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A schematic of the EDIFICE design is shown in Fig. 1, along On the other hand, for ultrahigh-heat-flux removal applications,
with the overall system. The droplet impingement mechaniswater could be more promising than HFE. To explore this possi-
shown in Fig. 1, avoids temperature overshoot at boiling incipfility, the evaporative spray cooling on a microtextured silicon
ence and almost eliminates fluctuations in chip temperature agiface using water as the coolant is also addressed in this study.
thermal cycling. The system level arrangement transports the Féle pharacterlzatlon of microjet impingement with water has been
moved heat to the periphery of the system, where it is eithBFeVlousIy reported in Wu and Ye(60,61].
dissipated by a condenser or stored in a detachable heat storage
unit [62]. In this way, the volume near the chip is made availabExperimental Details
for electronics. In the case of the detachable energy storage unit, i

contains an organic phase changie mateeid., eicosenelith @ hicted in Fig. 2. Three cartridge heaters were installed in an insu-
melting temperature of about 50°C, along with thermal condugsted aluminum block to provide power up to 600 W. The power
tivity enhancers such as aluminum foaf@3] or fins [64]. We |evel was controlled by varying the input voltage. Three sheathed
first developed and implemented this energy storage device fBtype (Iron-Constantant thermocouples with diameters of 0.8
embedded wearable computer applicatif8ts]. In the case of the mm were buried between the heater and the cooling surface to
condenser arrangement, the vapor generated at the compomstimate the surface heat flux and the surface temperature unifor-
level is transported through the system to the combined condenseity. The cooling surface has an area of 25.4 by 25.#nifine
thereby minimizing thermal resistance offered by multi-materi@ooling chamber is 10 mm high and has a transparent glass win-
interfaces. dow for visualization. A silicon nozzle plate sealed on the top of
The work presented next describes the development of differdi c0oling chamber with 467 by 7) microfabricated orifices on

components of the EDIFICE project. It reports the experimentd/! €@ of 25.4 by 2|5'4t'd'““ﬁ#5ed to genirate droplgttstreams.
test bed and the flow visualization to investigate the role of se \ pressure gauge located at the vapor exit was used to measure

L S . : the system pressure in the cooling chamber. The liquid coolant
eral parameters in jet/droplet impingement cooling. Experimen

. . o . ) as supplied with a pressurized tank or a mini pump. The char-
results include flow visualization of jet breakup, induced b&cterizations of the atomization process and two-phase flow phe-

irregular-shaped micronozzles and flow swirling, as well as Miomena were observed with a two-dimensional laser sheet and a
crostructured silicon impingement surfaces fabricated for enhangarge coupled device imaging system.
ing fluid spreading and evaporation. For experiments on micronozzle characterization, silicon nozzle
The working fluid for most tests is HFE-7200, a dielectric fluidstrips with different orifices were sealed on a nozzle holder. The
manufactured by 3M. Compared with water, the lower viscosityozzle holder was connected to an air-pressurized liquid reservoir
and surface tension of HFE are expected to result in better atoraid placed on the top of the test chamber without a bottom piece.
zation performance. The smaller amount of latent heat of HAfages were taken and processed for liquid breakup length
compared to water requires a higher flow rate to remove the saﬂﬂglys's'

amount of heat. While this is a disadvantage, higher HFE flo uring the tests, a specified power was _constantly supplied to
amount o the.use of turbulonce o break Ub jets. Indeed tgﬁe heaters, and the droplet streams at a given flow rate impacted

ding i P Id b t the cooling surface simultaneously. The system eventually
corresponding flow rate for water would be so small as 10 caugg;cheq a steady state, and the related experimental parameters

difficulties for nozzle design. In addition, HFE is more environyere recorded. The surface heat flux was evaluated by assuming
mentally friendly than FC-72 in terms of zero ozone depletiopne-dimensional heat conduction between the heaters and the
potential, low global warming potential and short atmospherigooling surface. The droplet flow rate was controlled by a needle
lifetime (0.8 years). valve and measured using a rotormeter.

The test bed for the EDIFICE physical experimentation is de-

Liquid feed
2-D laser sheet Pressure gauge Droplet generator
*

30 station

Liquid film

Surface enhancement

[0

Data aquisition

system 2 Thermocouples
Insulation
All dimensions in mm Cartridge heater
Fig. 2 Schematics of the test bed
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The uncertainty of the calibrated thermocouples was less than
0.75%. The temperature discrepancy between any two thermo-
couples is within 0.3°C in the temperature range of current study.
The uncertainty in the surface heat flux was estimated to be less
than 8%. In addition, the droplet flow rate measurement has an
uncertainty of less than 3%.

=]
(=]
=
3

Development and Characterization of Micronozzles

The focus of micronozzle development is to gain an under-
standing of the breakup of jets emerging from irregularly shaped
orifices at pressures of less than 15 psig. The micronozzle orifice
geometries are designed to activate three primary destabilization
mechanismsi) surface tension-related breakuyp) breakup due
to generation of turbulent disturbances, @) swirl-induced
breakup. A detailed description can be found in Wu and N&x
and Yao et al[59]

The orifice shapes investigated here are designed to excite these
destabilization mechanisms and are shown in Fig. 3. The circular
jet is considered the reference. The square, triangle, medal, cross
and star may be considered axisymmetric distortions of a circle.
The rectangle, dumbbell, V, | and H may be considered asym-
metrical distortions. Sharp edges and cantilever intrusions are de-
signed to promote disturbances.

Axisymmetric geometries are expected to show more
cylindrical-jet behavior during disintegration, whereas asymmetric
geometries tend to exhibit sheet-like behaviors. Swirl is also used
as a breakup mechanism, as shown in Fig. 3. Here the swirldg 3 Nozzle orifice shapes. (a) Circle, (b) square, (c) triangle,
created by combining an inlet chiig. 4(a)]with a swirl chip (d) medal, (e) cross, (f) star, (g) V-shaped, (h) H-shaped, (i)

[Fig. 4(b)] to create tangential slots through which fluid flowsl-shaped, (j) cantilever-short, (k) cantilever-median, (/)
Inlet chips, swirl chips and nozzle chips are aligned and fusantilever-long, (m) rectangle-long, (n) rectangle-median, (o)
bonded at 500°C for 72 h. Performance comparisons betwe@atangle-short, (p) dumbbell-long, (g) dumbbell-median and
differently shaped nozzles are done either on an area-equival@hgdumbbell-short

basis or on the basis of equal hydraulic diameter. All of the

nozzles of a 100um area-equivalent diameter have the same

opening area as a circle of 1Q0n diameter. In this study, only

two nozzle sizes are tested: the 106 area-equivalent diameter

and the 15Qum hydraulic diameter. Effect of Nozzle Size. Nozzles with 150um hydraulic diam-

The nozzle is made of silicon and is micromachined usingters were fabricated for the same shapes discussed previously. A
DRIE. The silicon chips used here have a thickness of 800 nozzle with a 15Qum hydraulic diameter gives an area-equivalent
and are pro_cessed in a single-turn helical inductively couplefameter that can range from 1%@rcle) to 350 um (H-shaped)
plasma etching system developed by Surface Technology Systejjg to the irregular geometry. Figure 6 shows the jet breakup
Ltd. (STS). At 500um thickness, this system allows the smallesbepayior of various nozzles at 13.1 psig for HFE. The shape-
F"mef‘s'on machlnable to_b_e lW'A” no_zzles microfabricated jnduced disturbances are surprisingly significant for these large
in this project have minimum dimensions greater than thig,,;jes Surface tension does not significantly damp the surface
limit. disturbances. The jets preserve the shape of the initial disturbance.

Effect of Nozzle Shape. Figure 5 shows the nondimensionalFor example, the central “beam” of the dumbbell nozzle, the rect-
breakup length L/djet breakup length/area-equivalent diametengles, and each “leg” of the star, cross and medal all develop
of orifice) for axisymmetric orifices for HFE. The inset in Fig. 5liquid sheets rather like fan sprays.
shows the typical atomization curve. The Rayleigh breakup regionOn the other hand, the jets from nozzles with 108 area-
(laminar region), the first wind-induced breakup regitransition equivalent diameters are shown in Fig. 6. For these smaller jets,
region) and the second wind-induced breakup regiturbulent the odd-shaped nozzles create jets of various shapes. However,
region)are identifiable in the experimental data. The laminar pothese jets do not further disperse very quickly. Instead, many of
tions of all of the curves overlap. The laminar zone is extendebllem restore back to almost circular jets afterwards due to the
and the transition to turbulence is delayed when the orifice geogtrong effects of surface tension. As expected, the effect of surface
etry changes from circle to square, triangle, medal and cross. Ttégsion goes inversely with the jet diameter. For HFE at a4f0
is because the laminar disturbances introduced by the irregujlet diameter, the surface tension suppresses the surface distur-
shape of the nozzles, while compared to the surface tension of Bighce of the odd shapes in many cases.
liquid, are not strong enough to disintegrate the liquid stream. o ) ) o
This suppression by surface tension causes the delay of Rayleigfffect of Swirling.  With swirl chips, jet breakup lengths are
jet breakup and delays the transition to turbulence. After shag@eatly reduced for all nozzle geometries, as shown in Fig. 7. For
induced disturbances are damped, the irregularly shaped liquid {§tE, hollow cone sprays are known to develop. Swirl is more
returns to a circular cross section due to surface tension, and theorable for axisymmetric geometries of nozzles. Swirl-induced
process of Rayleigh jet breakup commences. The curve for tistabilities cause the formation of droplets with sizes much
star-shaped orifice is very close to that for the circular jet. Tremaller than the jet diameter. Due to the radial component of the
curve for the cantilever-long nozzle deviates from the standandovement, jets disperse significantly and result in a wider distri-
stability curve. bution of liquids over the target.

| r
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(b)

Fig. 4 (a) Inlet chip, and (b) swirl chip
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Fig. 5 HFE jet breakup length (L/d) of area-equivalent diameter of 100 um
nozzles of axisymmetric shapes. The inset shows a typical liquid jet atomiza-
tion curve
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clusters. These droplets eventually arrive at the surface, but drop-
let dynamics are affected by the back flow and the fast side-
sweeping flow of the escaping vapor in the vicinity of the surface.

As a result, the escaping vapor flow may reduce the cooling

performance.

Prototype Testing

A prototype of a notebook PC system has been developed, as
shown in Fig. 9. The integrated droplet impingement cooling sys-
tem consists of a cooling test bed, as shown in Fig. 2, a microdia-
phragm liquid pumg@dNF1.30KT, KNF Neuberger Ing.a coolant
reservoir, and a fin-integrated condenser. The condenser, which is
mounted on the back of the display panel, is made of a=18\n-
thick aluminum plate with an area of 316 by 254 fmivonded
with 58 aluminum fins. The fluidic interconnections are made of
plastic tubes with 3.175 mm inner diameters.

The previous micronozzle characterization results suggest that
neither the axisymmetric nor asymmetric orifices give satisfactory
atomization results of a dispersed jet with a short breakup length.
To provide uniform cooling within a confined chamber, a new
) . orifice swiss-roll design is proposed, as shown in the inset of Fig.

Effect of Vapor Flow. All jet breakup results shown previ- g The swiss-roll orifice has a diameter of 46t and slot width
ously were tested in open space. When multiple nozzles are @p-4q ;,;m. A silicon nozzle plate with X7 swiss-roll orifices is

plied in a confined chamber for the purpose of cooling a targgise ponded with the inlet and swirl chip, as shown in Fig. 5, to
surface, a significant amount of vapor is generated on the he vide atomized droplets in the prototype tests.

surface due to the evaporation of the impinging liquid. A typical The coolant used in all prototype tests is the dielectric fluid
situation taken from the glass window of the test chamber j$rE_7200. The inlet coolant subcooling is about 50°C. The pres-
shown in Fig. 8, where multiple arrays of circular jets are comingre of the cooling chamber was maintained at about 1 atm:

from the ceiling of the chamber and a vapor layer is rising at thesnce the saturation temperature of the coolant was kept at 76°C.
bottom. The droplets of the disintegrated jets encounter the oppos-

ing vapor flow and decelerate. Some of the droplets even form

(b)

Fig. 6 Effect of nozzle shapes (a) same hydraulic diameter of
100 pm, 16.0 psig injection pressure, and  (b) same hydraulic
diameter of 150 um, 13.1 psig injection pressure

Condenser-bonded fin heat sink

Warm air
07 74
==
=AM ety
Vapo: Swiss-roll micro-nozzle
eal spra’
sink 1 1/ HEE vapor
— —
ondensed liquid~
R s CPU
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e il
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Cool air
Fig. 7 Effect of swirling for same hydraulic diameter of 150 Fig. 9 Schematic of the prototype notebook PC evaporative
pm. Injection pressure is 15.3 psig spray cooling system. Inset shows a swirl silicon nozzle.
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Fig. 10 Performance of the prototype notebook PC evapora-
tive spray cooling system using silicon swiss-roll micronozzles

Typical test results are shown in Fig. 10. At 11.1 gfomn, the

atmospheric pressure and nondielectric property. However, the
disadvantages can be overcome by circulating water in a hermetic
enclosure at a reduced system pressure.

For this reason, the heat transfer results of evaporative spray
cooling on a microtextured silicon surface using water as the cool-
ant are presented in the following section.

Silicon Microsurface Texturing

The backside of the chip is textured using deep reactive ion
etching(DRIE). This is don€(i) to increase spreading in order to
decrease the film thickness afig to provide nucleation sites to
promote boiling. Figure 11 shows three different surface textures
that have been investigated. All microstructures were fabricated
on a chip area of 25.2 by 25.2 mMnFigure 11(b)shows the stan-
dard geometric arrangement of studs, including stud width, height
and spacing inum. Arrangementd), referred to as finer stud, is
derived from arrangemenb] by decreasing the stud width to a
third, thus increasing the overall heat transfer surface area by 1.5
times. Arrangementq), referred to as wider spacing, is derived
from (b) by increasing the groove width threefold, thus reducing
the capillary force between the studs and giving poorer liquid
spreading ability.

Figure 12 shows the heat transfer results of four different sur-
face textures using a Delavan® WDB-2.0 full-cone spray nozzle
with 60° spray angle. The nozzle pressure was maintained at 507
kPa (73.5 psix 1.7 kPa(0.25 psi)in all experiments, and the
nozzle-to-surface distance was fixed at 40.9 mm. The effective
water spray mass flux over the heat transfer surface was measured
to be 4.64 g/crfmin. Two thermocouples were positioned at a

silicon swiss-roll micronozzles have generated fully developefistance of 6.5 mm (] and 10.3 mm (7) from the center of the

droplet streams at each micronozzle. At 33.2 dfmin, a uniform

test surface to monitor the temperature uniformity. The surface

heat flux removal of 45 W/cfis achieved. The lateral heat flux istemperatures (3 were then evaluated by extrapolation, assuming
evaluated from the temperature difference between the TC2 ammuk-dimensional heat conduction. The heat flux presented here is
TC3, as shown in Fig. 2. It was found that the lateral heat fluxémsed on base surface area, i.e., 25.2 by 25.2.mm

are limited with +=0.5 W/cn? for all tests.

Four distinct regions with different heat transfer mechanisms

The heat transfer results of the EDIFICE prototype using HFEan be characterized in Fig. 9. In region |, the flooded regime, the
7200 as the coolant show satisfactory cooling capability to meetain heat transfer contribution is due to forced convection in-
today’s electronics thermal management requirements. Howewduced by direct droplet impingement. Secondary effects are due to
due to the very low latent heat of vaporization of HFEs, thisvaporation through the liquid film. Because the entire micro-
system may not be adequate for the next generation of portabteuctured surface is covered by a thick liquid film, the heat trans-
electronics. Therefore, water-cooled electronic cooling could befer for all surfaces is about the same.
viable candidate due to the much higher latent heat of vaporiza-In the second region, the thin film regime, evaporation through
tion of water and the relatively lower coolant flow rate and pumghe thin liquid film within the grooves becomes significant. No
ing power. The major challenges behind incorporating water boiling is observed within the thin liquid film. When the surface
electronic devices are its relatively high boiling temperature &mperature increases, the thin liquid film finally breaks up be-
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Fig. 11 Surface texture schematics and images of silicon microstructured surfaces
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é T 7 o | | efficient phase-change heat transfer and utilizes the latent heat of
= 20 - T ! ! vaporization of dielectric coolants to provide effective cooling.
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= ! | reported, as well as experiments with chip surface texturing to
I I I v improve spreading and evaporative/boiling behavior. Testing of a
10 - ; | notebook PC prototype using swirling-type nozzles gives a uni-
& N \ form heat flux removal of 45W/ctat a mass flux of only
! i | 33.2 g/cndmin of HFE-7200 dielectric coolant.
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Fig. 12 Heat transfer results of different surface textures with
up-facing surface
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An Assessment of Module Cooling
Enhancement With
Thermoelectric Coolers

R. E. Simons The trend towards increasing heat flux at the chip and module level in computers is

M. J. Ell h continuing. This trend coupled with the desire to increase performance by reducing chip

- Y. swort operating temperatures presents a further challenge to thermal engineers. This paper will
R. C. Chu provide an assessment of the potential for module cooling enhancement with thermoelec-

tric coolers. A brief background discussion of thermoelectric cooling is provided citing
. . . some of the early history of thermoelectrics as well as more recent developments from the
International Business Machines, literature. An example analyzing cooling enhancement of a multichip module package
Poughkeepsie, NY 12601 with a thermoelectric cooler is discussed. The analysis utilizes closed form equations
incorporating both thermoelectric cooler parameters and package level thermal resis-
tances to relate allowable module power to chip temperature. Comparisons are made of
allowable module power with and without thermoelectric coolers based upon either air or
water module level cooling. These results show that conventional thermoelectric coolers
are inadequate to meet the requirements. Consideration is then given to improvements in
allowable module power that might be obtained through increases in the thermoelectric
figure of merit ZT or miniaturization of the thermoelectric elements.
[DOI: 10.1115/1.1852496

Introduction cooling of electronics, but also potential opportunities to apply

Many advances in computer technology have been made pgls(grmoelectrlc cooling to computer electronic packages.

sible by a continuing series of increases in the packaging density
of electronics. These advances began with the introduction of t . .
transistor in 1947, and continue today with ultra-large scale imz_ﬁermoelectrlc Cooling
gration at the chip level coupled with the utilization of multi-chip Although the principle of thermoelectricity dates back to the
modules. The combination of increased circuit power dissipatigtiscovery of the Peltier effect in 1834, there was little practical
coupled with increased packaging density led to substantial iapplication of the phenomenon until the middle 1950s. Prior to
creases in chip and module heat flux over the past 40 years, ghen the poor thermoelectric properties of known materials made
ticularly in high-end computers. Throughout this period the chalhem unsuitable for use in a practical refrigerating device. As
lenge was to limit chip temperature rise in order to ensuidiscussed by Nolas et d6], from the mid-1950s to the present
satisfactory electrical circuit operation and reliability. the major thermoelectric material design approach was that intro-
Virtually all commercial computers were designed to operate dticed by A.V. loffe. This approach was to select semiconducting
temperatures above ambient, generally in the range of 60 @@mpounds of heavy elements from the lower right of the periodic
100°C. However, the potential for low temperature enhancemedable and then to reduce the lattice thermal conductivity by form-
of CMOS electrical performance has been recognized for sorifig mixed crystals. This technique led to compounds such as
time, even going back as far as the late 1960’s and mid-1970Bi,Te; that is currently used in commercial thermoelectric mod-
Researcher$1-3] have identified the advantages of operatingles. These materials made possible the development of practical
electronics at low temperatures. Among these advantages Hrermoelectric devices for attaining temperatures below ambient
faster switching times for semiconductor devices; increased spa@ithout the use of vapor-compression refrigeration. The applica-
due to lower electrical resistance of interconnecting materials; afidn of thermoelectric modules to cool electronics was discussed
a reduction in thermally induced failures of devices and comp®y Kraus[7]in the first book devoted to cooling electronic equip-
nents. Until recently the only computer to take advantage of ttieent. Thermoelectric modules offer the potential to augment the
operation of CMOS chips at low temperature was the ETA40 cooling of electronic module packages(th reduce chip operat-
which was a large scale scientific computer. This computer uskg temperatures at a given module heat load2omllow higher
direct immersion cooling of single chip modules immersed in lignodule heat loads at a given chip temperature level. Thermoelec-
uid nitrogen. In 1997, IBM announced and shipped the RY5 S/3390c cooling modules also offer the advantages of being compact,
client/server system. This computer system uses a conventiofieiet, and having no moving parts. In addition, the degree of
refrigeration system to maintain chip temperatures below that @oling may be readily controlled by varying the current supplied
comparable air-cooled systems, but well above cryogenic tetie-the thermoelectric elements. Unfortunately, compared to vapor-
peratures. In addition, there has been increased discussion inaa@pression refrigeration they are limited in the heat flux that
semiconductor electronics community regarding scaling limits féhey can accommodate and suffer from a lower coefficient of per-
CMOS devices and how to continue to achieve performance gafesmance(C.O.P.). These two limitations have generally limited
as scaling limits are approached. As discussed in a paper by Tthgrmoelectrics to niche applications characterized by relatively
and Nowak[5], operation at lower temperature is seen as one ©w heat flux.
the ways to further extend CMOS performance. These develop{n recent years there has been increased interest in the applica-
ments not only foreshadow further applications of refrigeratioion of thermoelectrics to electronic cooling, accompanied by ef-
forts to improve the performance of thermoelectii8s-14]. Ef-
Manuscript received April 19, 2004; revision received November 3, 2004. Revielts have been focused on the development of new bulk materials
conducted by: C. Amon. and thin film micro-coolers. The usefulness of thermoelectric ma-
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oped. ZT values equal to or greater than 1 have been obtained for
these materials over different ranges of temperature varying from
375 to 975 K. Unfortunately, to be particularly useful for elec-
tronic cooling applications improvements are needed in ZT over
. C°"ﬁ"?‘°d BiTe/ the temperature range of 300 to 325 K or below. Another strategy
30 - O Preliminary SbTe for enhancing ZT by focusing on reduced dimensionality as oc-
SL(RTI)  Curs in quantum well$two-dimensionglor quantum wiresone-
dimensional)is being pursued by researchgfs3]. In 1995 the
Defense Advanced Research Projects AggBdyRPA) initiated a
2.0 1 program to stimulate the advancement of thermoelectric materials
) and devices. It was stated that the ultimate goal of the program “is
Spin-cast {5 quadruple the figure of merit of thermoelectric materials, thus
104 a BiTe making the resulting devices competitive with conventional phase
] 8iTe (Japan)  change systemd8].

] A number of recent papers have discussed the potential advan-
ZnSb tages of thin film thermoelectric coolef40-14. A paper by
T T T T Vandersande and FleuriflO] addressed thermal management of
1950 1960 1970 1980 1990 2000 power electronics using thermoelectric coolers. They proposed to

mount the highest power components on a diamond substrate

Year DARPA/ONR which would be the top or cold side substrate of a thin film ther-
moelectric cooler. They noted that “the main benefit of going to
thin film coolers is the dramatic increase in cooling power density
since it is inversely proportional to the length of the thermoelec-
tric legs.” As shown in Fig. 2, they reported the possibility of
) ) o ) ) ) achieving cooling power densities above 100 Wicmvith the
terials for refrigeration is often characterized by the dlmen3|onle§§3hest cooling power densities achieved with cooler leg lengths

4.0 DOD Goals

Figure of merit (ZT)

Fig. 1 History of room temperature thermoelectric figure of
merit (ZT) adapted from [16]

thermoelectric figure of merit ZT. The value &fis given by on the order of 20 to 50 microns. The structure of such a thin film
o> thermoelectric element is shown in Fig. 3.
Z= = (1) The heat pumping capacit@,, of a thermoelectric cooling
p-

module is given by
As shown in Fig. 1, the room temperature value of ZT for BiTe
that is used in commercial thermoelectric cooler modules re-
mained unchanged for 40 yed8]. Fleurial et al.[12] reported
that in 1991 JPL started a broad search to identify and develop
advanced thermoelectric materials. Among the materials considhereN is the number of couples; is the ratio of cross-sectional
ered, skutterudite and Z8b;-based materials appeared particuarea/length of each thermoelectric eleméns, the electrical cur-
larly promising and several of these materials are being deveént, andT, is the cold side temperature i, and AT is the

, 2,
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Fig. 2 Cooling power density for different T.E. cooler designs (adapted from Vandersande and Fleurial ~ [10])
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Fig. 3 Structure for a thin film thermoelectric device (adapted from Fleurial and Vandersande [10])
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Fig. 4 Simplified cross-sectional view of a central processor
module level package with thermal grease conduction paths

temperature differenceT(,—T.) between the hot side and cold
side of the thermoelectric elements. The amount of h@at,

the cooling fluid.

The thermoelectric heat pumping E@®) and thermoelectric
heat dissipation Eq3) may be used to determine either allowable
module power dissipationq,,) for a specified chip temperature
(Tenip) Or chip temperature for a specified module power. Before
this can be accomplished; two additional equations relating chip
temperature to cold-side temperatufie.), and hot-side tempera-
ture (Tho) to the cooling fluid temperaturel'() are required. The
chip temperature is related to the thermoelectric cold-side tem-
perature by

Tchip: Tc+Qm(Ro+Ry) ®)

whereR; is the sum of thermal resistances across the chip, ther-
mal grease layer, and thickness of the hat, Rpds the thermal
resistance across the interface between the hat and heat sink base
or between the cap and the cold-side of the thermoelectric mod-
ule. The thermoelectric hot-side temperature is related to the cool-
ing fluid temperatureT,, by

Thot= ToT (Qm+ Qte) X (Ro+Ry) (6)
whereR, is the thermal resistance across the interface between

dissipated by a thermoelectric cooling module to perform the eletre hot-side of the thermoelectric module and the base of the heat

tronic pumping action is given by

12p
QteZZN(E‘FCHAT)

The coefficient of performance, COP, which is the ratio of the he
pumped to the energy supplied to the thermoelectric cooling m

ule to do the pumping, is given by

sink, andR; is the thermal resistance from the heat sink base to
the cooling fluid. For steady-state operation the heat pumping ca-
pacity, Q,, given in Eq.(2) will be equal to the module power
dissipation termQ,, in Egs.(5) and (6). Using the symbolic al-
?bra capability of Mathcad™ to perform the algebraic manipu-
8_ti0ns, Egs.(2), (3), (5), and(6) were combined to obtain the
expressions shown in Table 1. Given the material and thermoelec-

tric module parameters, the electrical current supplied to the ther-
COP=Q,/Qxe (4) moelectric module, and the thermal resistances; the chip tempera-
re may be determined for a given module power using(Eg.
%milarly, the allowable module power may be determined for a
iven chip temperature using E®). These equations may also be
pplied to single chip modules by setting module power dissipa-
tion equal to chip power dissipation. For multi-chip modules, ap-
plication of these equations is restricted to uniform power dissi-
pation on all chips. It should be noted that all of the thermal
This section of this paper utilizes an example analysis of rasistances contained in EQS), (6), (7), and(8) should be com-
multi-chip module(MCM) to provide a comparison of cooling puted on an overall module basis. Accordingly, thermal resistance,
capability with and without thermoelectric augmentation. Ry, should be computed for an individual chip site and then di-
A 126 mmXx126 mm multi-chip module containing thirty 15vided by the number of chips on the MCM to convert it to an
mmXx15 mm chips is assumed for the example calculations. dverall module basis before using it in any of the equations.
0.18 mm layer of enhanced thermal grease with a thermal conducA commercially available 62 mx62 mm thermoelectric mod-
tivity of 3.8 W/m-K is assumed between the chip and gap asde was chosen for use in the example presented here. The module
shown in Fig. 4. The cap is assumed to be made of 10 mm thickosen was picked because of its size which would allow four
copper. Figure 4 illustrates the cross-section of a chip site on thmdules to virtually cover the surface of the entire MCM and also
MCM with and without a thermoelectric module for enhancementbecause the vendor catalog provided all the necessary thermoelec-
In both situations heat is assumed to flow via a serial path frotric material and geometry data required for the calculations. The
the chip through the thermal resistances called out in Fig. 5 outgpecific values used in the calculations were

Later in this paper these equations will be used to determi
allowable module heat load or chip temperature with thermoele
tric augmentation in an example multi-chip module cooling
application.

MCM Thermoelectric Cooling Application

T heat sink or
—f_ e © cold plate
R3 thermoelectric
‘L couples
{ thermal

* 2 N \
\ \
f R, drease
1
substrate

w/o Thermoelectric Module w/ Thermoelectric Module

Fig. 5 Cross-section view of chip site on MCM showing thermal resistances w / and w/o thermoelectric cooler augmentation
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Table 1 Chip temperature and allowable power dissipation equations for thermoelectric cooling augmentation
T = 1 9 2 P_ 4 Qn + To +
P T G+ KG 2N(R, +R3)KG 2KG2 2NKG 1-2N(Ry+R3)(al-KG)
KG 1-2N (R +R3 )l - KG)

N (Rp +R;3) I%p
(1-2N(Ry +R3) (¢ 1-K G)) G

] + Qm (Ro +Ry) &

N( 2al+2KG - 4a2PN(R, +R3))

Q= s T
™ T 15 2NR, +Ry)-(KG-al)+ 2N(Rg + R el + KG) - 4N%a 2Ry +R)R, +Rs) P
2NKG T
1+2N(R, +R3)- (KG — al) + 2N(Ry + Ry el + KG) — 4N?a 22 (R + R YR, +R3)
N (2Napl® - ANpKEG)R, +R;) - Pp ®
G 1+2N(R; +R3)-(KG— al)+ 2N(Rg + Ry Nl + KG) - 4N’a 22 (Ry + R; R, +R3)

a=0.0002 volts/K N=127 risk associated with the thermoelectrics it is doubtful that they
would be considered for anything less than a 20°C reduction. It
p=0.001 ohm-cm G=0.28 cm may be seen that for the example MCM a 20°C temperature re-

_ . duction would occur at an MCM power of 275 watts for the air-
K=0.015 wicm-K I=14 amps cooled case and at 335 watts for the water-cooled case.

Since each thermoelectric module covered one-quarter of thdt was also noted earlier that thermoelectric cooling modules
MCM the thermal resistances and module power were scaled atay be used to augment allowable module power dissipation at a
cordingly. The thermal resistance values and coolant referergigen temperature. Comparisons of allowable module power dis-
temperatures used in the calculations were sipation with and without thermoelectric augmentation are shown
in Fig. 7 for the example MCM for both air-cooling and water-

Ro=0.034 KW cooling conditions. It can be seen that for the air-cooled case, at a

R,=0.0054 K/W chip temperature of 47°C, the allowable module power dissipation
is the same with or without augmentation. At higher chip tempera-

R,=0.0054 K/W tures the allowable module power dissipation is higher without

thermoelectric augmentation. A similar situation occurs for the

Rs=0.116 K/W (air-cooled water-cooled case at a chip temperature of 31°C. In both cases the

R;=0.0168 K/W (H,O-cooled power dissipation at which this occurs at is about 450 to 500
watts. Clearly, specific cases for which the application of thermo-
T,=30°C K/W (air-cooled electrics are being considered must be carefully assessed to deter-

mine if the use of thermoelectrics will be beneficial.
To,=25°C K/W (H,0-cooled For purposes of comparison, it may be noted that if the example
The values of interface thermal resistancRg éndR,) used were MCM were cooled using the IBM RY5 vapor compression refrig-
based upon the interface thermal resistance achieved with the
IBM ES/9000 TCM cooling technologyl5]. Similarly the values

used for heat sinkair) and cold plate (KHO-cooled)thermal re- 80
sistance R3) were based upon IBM high performance cooling } ® 126 mm x 126 mm MCM
technology scaled for one-quarter of the size of the example . 0
MCM. 70 e Tair=30"C
The equations presented in Table 1 were incorporated in a Lo- N o Twater = 25°C
tus 1-2-3 spreadsheet and executed with the above values. In ad- 60 - \\

dition, comparable equations for the case without thermoelectric
augmentation were also included in the spreadsheet. The equation
giving chip temperature for a specified module power is

Tchip= To+Qm(Ry+ R+ Rg) 9
and the equation giving allowable module power for a specified

40 + Water-Cooled

Temperature Reduction -°C

chip temperature is 30
Qm= (Tchip_ To)/(Ro+ Ry +Ry) (10)
The results of these calculations are shown in Figs. 6 and 7. As 201 N
noted earlier, thermoelectric cooling modules may be used to re- 1 Air - Cooled N
duce chip operating temperatures given a module heat load. The 10 A AN
degree of temperature reduction for a given module design is 4 N
given by subtracting the results of E(/) in Table 1 from the 0 N
results of Eq.(9). The chip operating temperature reductions 0 100 200 300 400 500

which could be achieved by applying thermoelectric cooling aug-
mentation to the example MCM are shown in Fig. 6. Considering
the cost of the thermoelectrics, the added manufacturing procésg 6 Module temperature reduction versus module power for
steps, the additional power requirement, and the added reliability or water-cooled 126 mm X126 mm multi-chip

Module Power - watts

Journal of Heat Transfer JANUARY 2005, Vol. 127 / 79

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2000 1200 -
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° e
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F s
L 800 % 200
2 600 =
R v P ol o7 T T T T T
= 40- WITE. 0 10 20 30 40 50 60
_0
200 1 chip
0 . . x . . . r Fig. 8 Effect of increased thermoelectric ZT on maximum al-
0 10 20 30 40 50 60 70 80 lowable module power
Chip Temperature - o
Fig. 7 Comparison of allowable module heat load with and of k needed to achieve a giveh (2) holding p andk constant to
without thermoelectric cooling enhancement find the value ofx needed to achieve a giveh and(3) holding «

andk constant to find the value gf needed to achieve a giveéh
For each case the combination @f p, andk is then used in Eq.

eration cooling system with a thermal load capacity of 1050 wattg) (ijnfTabIe_l to dhe_termine the ma2|<_irr]num aI_IowabIe" modbulle hegt
and a cold plate evaporator temperature of 21°C, the correspomtf or a given chip temperature. The maximum allowable mod-
ing chip temperatures would be 30°C. It can be seen from Fig. /€ Power for a given chip temperature is determined by increas-

that the water-cooled thermoelectric augmented MCM would e;{]’g the current to the thermoelectric elements until the allowable
hibit a thermal load capacity of only 467 watts, at the same chfp°dule power peaks or a hot side temperature of 80°C is reached,
temperature. In addition, the C.O.P. of the thermoelectric moduld&ichever comes first. The 80°C hot side temperature constraint is

for this case would be 0.64 compared to a C.O.P. ranging from gsed upon a recommendation in the Melcor thermoelectric cata-
to 3 for a vapor-compression refrigeration cooling system. og in order to avoid diffusion from the copper interconnections

As shown in the example, the application of thermoelectriito the thermoelectrjc material, which would degrgde its perfor-
modules could provide cooling enhancement for a limited ran%ance' The calculations were performed for the air cooling con-
of module power. Unfortunately, in most of the cases we are i _|t|on°descr|bed earlier and for chip temperatures ranging from 0
terested in at IBM, MCM powers are simply too high for current® 80°C. The results of these calculations are shown in Fig. 8. In
thermoelectric modules to handle effectively. The figure of merii! the cases the value df used in the figure of meriZT is a
ZT, of the currently available thermoelectric materials, and tI'Eé)om temperature value of 300 K. The line labele®=0.8 is
COP attainable with existing thermoelectric coolers, are just nB:Sed upon the values af p, andk for present day BiTe thermo-
good enough to be acceptable. Until and unless improvements gctric elements, and is the same as that shown in Fig. 7 for the

be made to enhance heat pumping capability and COP, therri§-cooled case. The next gro#pl of lines BF =2, 3, ar:jd 4is Ifor
electrics will not be a serious candidate for high performanéifjlse 1_and was obtained by odlng_andp at present day values
electronic cooling application. and using the k values needed to give the respective valués of

The next section of this paper will assess the effects that imhe upper-most group of_Iines_ f@T=2, 3, and 4 is for cases 2
provements in ZT might have for electronic cooling application&d 3 which gave nearly identical results. These results show that
of the type considered in this paper. thermoelectric materials with increased ZT would give increased

module cooling capability that could be significant. They also
. . clearly demonstrate that materials with the same value of ZT will
Potential Effect of Improvement in ZT not necessarily give the same thermoelectric cooling performance.
As noted earlier, a number of efforts are underway to find drhey would also seem to suggest that it is preferable to increase
create materials with an increased thermoelectric figure of meIT by increasingx or decreasing rather than reducing.
ZT. From a cooling viewpoint the question to be answered is howTo further explore the effects of the thermoelectric material
significant might such improvements be for cooling high perfoparameters on cooling performance, calculations were performed
mance electronic modules? A theoretical expression can be ds-already described, withheld constant at the present day value
rived directly relating the maximum temperature difference acroasd p and k varied so thaZ T =0.8. Figure 9 shows the results
a thermoelectric taZ and T.. Likewise, an expression can bebased upon a chip temperature of 40°C. These results show that
derived directly relating COP td, T., and AT. Unfortunately, for a given Seebeck coefficient there is an optimum combination
inspection of Eqs(7) and (8) reveals that it is not possible to of p and k that will maximize thermoelectric cooling performance.
obtain similar expressions fdi.,, or Qn, in terms ofZ. In fact as  For purposes of comparison the horizontal lines represent the
the subsequent discussion will reveal, it is possible to get differemiodule cooling capability without any thermoelectric enhance-
values ofQ,, for the same value df. SinceZ depends upom, p, ment and with enhancement with present day materials for the
and k, for any given value of there are an infinite number of conditions specified.
combinations ofw, p, andk that will give the same value &. These results prompted further calculations to determine what
Phelan et al[16] estimated the effect of improvetlby assum- would happen to the maximum module cooling capability at a
ing that the improvement is obtained by increasing the Seebembnstant value oZT for different values ofa as p and k are
coefficient while holding electrical resistivity and thermal conducvaried. The results shown in Fig. 10 demonstrate that for each
tivity constant. This approach is taken one step further here bglue of « there is a uniqgue combination gfand k that maxi-
evaluating 3 cases1) holding @ andp constant to find the value mizes the allowable value of module power dissipation for a given
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Fig. 9 Variation in module Q max with thermal conductivity of
TE elements for a Seebeck coefficient =0.0002 and ZT=0.8 Fig. 11 Theoretical module power limit versus chip tempera-
ture for ZTs based upon optimal combination of thermoelectric
element electrical resistivity and thermal conductivity

chip temperature and cooling condition. It may also be seen that
the maximum allowable power is independent of the values. of
Based upon this observation, further calculations were performgign could provide a substantial improvement over the material
varying p and k with « fixed at 0.0005 forZT=2, 3, and 4 to used in present day thermoelectric coolers. Still further improve-
determine the maximum allowable module power for chip tenment could be obtained if it is possible to incre@se with opti-
peratures ranging from 0 to 80°C. The results of these calculatiom&im combinations op — k.
are shown in Fig. 11. Based upon the previous resuks, Fig.
10)it is expected that the results shown in Fig. 11 are at least val ;
for 0.0003<w<<0.0007 and probably beyond. Included for comeeCt of TE Geometry Scaling
parison are lines of cooling capability for thermoelectric elements It is well known that CMOS circuits run faster the smaller they
with ZT =0.8 based upon the properties of present day BiTe adde made. The semiconductor industry has taken full advantage of
for cooling capability without thermoelectric augmentation.  scaling CMOS geometry; proportionally reducing relevant CMOS

Additional calculations were performed to illustrate the effecdevice dimensions, from a characteristic length of several mi-
of external thermal resistance on the maximum thermal enhan€éometers to below a tenth of a micrometer, to improve electrical
ment that might be achieved with materials offering an improveeerformance. What happens to the thermal performance of a ther-
Z. These calculations were performed on the same basis as Ateelectric module, particularly when used in an electronic mod-
previous ones by varying andk with « fixed at 0.0005 foz T  ule cooling application, when its geometry is scaled accordingly?
=0.8, 2, 3, and 4 to determine the maximum allowable module Figure 13 illustrates a thermoelectric module’s relevant geom-
power as a function of external thermal resistance. For these ca@&¥. Let the thermoelectric element length,represent the char-
the Ch|p and SinKi_e_, air or Water)temperatures were held Con-acteristic Iengtl’(the Iength to be varied). The thermoelectric ele-
stant at 40 and 30°C, respectively. The results are shown in Figent edge lengthX, may be scaled with by holdingG constant.
12. The line labeled “with present day BiTe materials” is forThe spacing between thermoelectric elemeBismay be scaled
ZT=0.8 with @, p, and k at current values. For purposes of comvith X by holding the ratio,S/X, constant. The overall module
parison the line labele@ T=0.8 shows the module powers thatsize,W, as well as the distance from the outer most elements to
could be supported with optimum valueswéndk. It can be seen the module(substrate)edge,E, is held constant. The geometric
that as external thermal resistance is decreased, even thermoelec-
tric elements withZT =0.8 but with an optimunp—k combina-

4000 T
i °T, = 30°C
1200 \ o T, =40°C
z ® T, =40°C and R, = 0.121°CW ' 3200 - |\ chip
L} _Q H
B 000 |02V e S i
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% £ 8_ | Bi, Te, materials
=4 So
g 800 — g_g 1600 —
X
@ © © .
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= 800 /
o 600 -
™ 1 /
g 0 L l T I T I T
400 . T T TTTT] T T T T T T TTTIT 0.0 0.1 0.2 0.3 04
1E-005 0.0001 0.001 0.01 Ryt - °CIW
p - ohm-cm
Fig. 12 Effect of external thermal resistance on theoretical
Fig. 10 Variation in maximum allowable module power with module power limit for ZTs based on optimal combination
thermal conductivity of TE elements for different different val- of thermoelectric element electrical resistivity and thermal
ues of Seebeck coefficient for ZT =3.0 conductivity
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reference or starting point is a commercially available thermoelec-
tric module(Melcor CP-2-127-06) with the following geometry
definition:

W=62 mm L=3.073 mm X=2.933 mm
G=0.28 cm S=0.938 mm E=0.5 mm

N=127 couples

As L is reducedX will decrease exponentially and the number of
thermoelectric coupledy, will increase exponentially as shown in
Fig. 14.

To answer the scaling question properly in the context of an
electronics cooling application, thermal performance will be de-
termined forT,,=40°C andT,=30°C. The thermoelectric ma-
terial properties and module thermal resistances outlined in the
earlier section on MCM Thermoelectric Cooling Application are
used in the scaling analysis. For a given TE geometry, the ther-
moelectric current, |, is varied in order to determine the maximum
module heat load that can be supported given the above tempera-
ture and thermal resistance constraints. The current that provides
the maximum module heat load is designatgg, |

Figure 15 illustrates the effect of thermoelectric scaling on an
electronic module’s thermal performance. Notice that under the
unrealistic condition where both,Tand T. are held constant, the
maximum module heat load continues to increase as the TE ge-

»
=)

w
o

N
(=)

Thermoelectric Element Edge Length, X (mm)

= Thermoelectric Element Edge Length, X
Number of Thermoelectric Couples, N

Number of Thermoelectric Couples, N

06 08 10

3.0 40

0.2 0.4 20
Thermoelectric Element Length, L (mm)

L (mm) X (mm) S (mm) N
3.073 2933 0.938 127
1.955 2.339 0.748 199
0.990 1.665 0.532 391
0.483 1.163 0.372 799
0.335 0.968 0.309 1151
0.214 0.773 0.247 1799
0.148 0.644 0.206 2591
0.120 0.580 0.185 3199

Fig. 14 Thermoelectric module geometry scaled from a thermoelectric element length of 3.07 mm to 0.12 mm
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Fig. 15 Electronics module cooling capability when a thermoelectric module is included and its geometry is scaled

ometry is scaled downward. Under the realistic condition wherease linearly with the amount of module heat removed. COP is
T, and T, are governed by the module external and internal theligher under the realistic module cooling cases, yet is still rather
mal resistance, respectively, there is an optimum geometry condirdesirable from a practical application viewpoint. To be practical

tion that produces a maximum thermal performance. Furthermof@QP should be greater or equal to 2. The fact that COP tends to
the optimum geometry/thermal performance point is very sensiicrease with scaling for the air cooling case while it decreases for
tive to the module external thermal resistance. For example, for

air cooling conditions, thermal performance can be improved by

1.6X where for water cooling conditions thermal performance can

be improved by 4X. The primary reason for this behavior is that

under the condition of a constamt, and T, the current yielding 1.0
maximum heat load, | max, is a constant with geometric scaling. 09
can be seen from examining E@) that the terms in parentheses
will hold constant with scaling resulting in the maximum module, o8
heat load that can be supported as increasing solely with the nLg
ber of couples. Wherl}, and T, are governed by the module® 07
external and internal thermal resistance, respectively, | max w8 \\
decrease with scaling and will decrease more rapidly the high% \\\
the external resistandsuch as with air cooling g 0.6 L
Figure 16 shows that the increase in thermal performang e—
achieved by scaling TE geometry does not come for free. T ———
thermoelectric module coefficient of performarf@OP)is just as § 0.5 " =
important a consideration in an electronics cooling application i -t -
is thermal performance. COP is a measure of the amount of wc@ \:‘---—-"' SR —
(i.e., electrical powerQQ;.) required to pump a given amount of§ 04 . - ! T]
heat,Q,, as follows: Alf Cooted Module
12p === Water Cooled Module
alT.— ZG_KGAT} «mcmem Th=55C, Rinterface =0 C/W
COP:&: 5 (11) T T T it i
Qte I“p 0.1 0.2 04 06 0810 30
G TalAT Thermoelectric Element Length, L (mm)

For the constant temperaturé;(andT,) condition, it is seen that Fig, 16 Thermoelectric module coefficient of performance
COP remains constant with scaling. The result is that the amoyg@oP) corresponding to module heat removal capability in Fig.
of energy required to operate the thermoelectric module will in5
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the water cooling case is intriguing and can be explained by ex- g’ = heat flux, W/nf

amining Eq.(9) with scaling along withl ja,, Ty, andTe. R = thermal resistance, K/W
. S = spacing between thermoelectric elements, m
Summary and Conclusions T = temperature, Kelvin

In this paper we have sought to provide a brief review and AT = T,—T¢, K
discussion of the application of thermoelectrics to cooling elec- W = thermoelectric module width, m
tronics. Almost since the birth of electronic computer technology, X = distance from base of thermoelectric element leg, m
heat flux has been increasing, and we may expect this trend to X = thermoelectric element edge length, m
continue. In addition, the advantage offered in enhanced speed by Z = thermoelectric figure of merit, 1/K
a reduction in operating temperatures, adds a new dimensiondgsek Symbols
the cooling challenge. With the continued demand for improved .
cooling technology to enhance the performance and reliability of @ = Seebeck coefficient, V/K
CMOS applications, thermoelectric cooling may be considered a P = €lectrical resistivity, ohm-cm
potential candidate for cooling enhancement. The chip tempeubscripts
ture and allowable module power equatiofiys. (7) and (8)) d sid
developed and described in this paper provide a useful means t ¢ — cold side

perform trade-off analyses to assess whether or not thermoelectrighlp = chip condition

- : : X e = external
augmentation will provide an effective enhancement over conven- h = hot side
tional cooling techniques. i — internal
As shown in the example, the application of thermoelectric m = module
modules using present day materials could provide cooling en- p = Peltier pumping
hancement for a limited range of powers. Unfortunately, for most 0 = cooling fluid condition

of the cases we at IBMand presumably otherare interested in,
chip and MCM powers are simply too high for current thermo-
electric modules to handle effectively. The current figure of merit,
Z, of the currently available candidate materials, and the coeffi-
cient of performancéCOP) attainable with existing thermoelec- References
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Effect of the Location and the
Properties of Thermostatic
Expansion Valve Sensor Bulb on
the Stability of a Refrigeration
System

Veerendra Mulay

Amit Kulkarni The combination of increased power dissipation and increased packaging density has led

to substantial increases in chip and module heat flux in high-end computers. The chal-

Dereje Agona[er lenge has been to limit the rise in chip temperature. In the past, virtually all commercial
ASME Fellow computers were designed to operate at temperatures above the ambient. However, re-
searchers have identified the advantages of operating electronics at low temperatures. The

Mechanical and Aerospace Engineering primary purpose of low-temperature cooling using a vapor compression system are faster
Department, switching times of semiconductor devices, increased circuit speed due to lower electrical

The University of Texas at Arlington, resistance of interconnecting materials, and a reduction in thermally induced failures of
Arlington TX 76010 devices and components. Achievable performance improvements range from 1% to 3% for

e-mail: agonafer@uta.edu every 10°C lower transistor temperature, depending on the doping characteristics of the

chip. The current research focuses on IBM's mainframe, which uses a conventional re-
frigeration system to maintain chip temperatures below that of comparable air-cooled

Roger Schmidt systems, but well above cryogenic temperatures. Although performance has been the key
ASME Fellow driver in the use of this technology, the second major reason for designing a system with
IBM Corporation, Poughkeepsie, NY low-temperature cooling is the improvement achieved in reliability to counteract detri-
e-mail: c28rrs@us.ibm.com mental effects, which rise as technology is pushed to the extremes. A mathematical model

is developed to determine the time constant for an expansion valve sensor bulb. This time
constant varies with variation in the thermophysical properties of the sensor element; that
is, bulb size and bulb liquid. An experimental bench is built to study the effect of variation
of evaporator outlet superheat on system performance. The heat load is varied from no
load to full load (1 KW) to find out the system response at various loads. Experimental
investigation is also done to see how the changes in thermophysical properties of the
liquid in the sensor bulb of the expansion valve affect the overall system performance.
Different types of thermostatic expansion valves are tested to investigate that bulb size,
bulb constant, and bulb location have significant effects on the behavior of the system.
Thermal resistance between the bulb and evaporator return line can considerably affect
the system stability, and by increasing the thermal resistance, the stability can be further
increased.[DOI: 10.1115/1.1839584

Introduction failures of devices and components. Over the past several years,
i . . computer systems have been shipped with refrigeration utilizing
W!th the increased use of cor_nple'mentar){ metal-ondqhe vapor compression cycle to attain low temperatures. With the
sem!conducton(CMOS) chip technolggles in today’s COMPULETS,irease in CMOS performance achieved with lower tempera-
cooling has now become a strong_l_nflu_ence on_computer p_erf?trl'res, a number of companies have embarked on programs to
mance[1]. Electron and hole mobility is the primary electrical, estigate cooling electronics, some evolving to major product
property that improves with the lowering of temperature. Transignnouncements and shippable products. Intel, DEC, AMD, Sun
tor swit(_:hing speed_i_s p_roportior)al to the mean carrier velc_)c_:ity ilQIicrosystems, IBM, SYS Technologies, and Kryotech, Inc., have
the device and mobility is the ratio of electron or hole velocities tg|| shown computers utilizing the vapor compression refrigeration
electric field. Mobility increases as temperature decreases due T@@|e Typical evaporator refrigerant temperatures ranged from
reduction of carrier scattering from thermal vibrations of the semi=40 to 20°C in these systems cooled with refrigeration. This pa-
conductor crystal lattice. In addition to mobility the other majoper describes the application of refrigeration to cooling of the
benefit in reducing temperature is an exponential reduction faultichip module(MCM) in the IBM S/390 G4 refrigeration sys-
leakage currents. Achievable performance improvements rartgen. Although performance has been the key driver in the use of
from 1% to 3% for every 10°C lower transistor temperature, dehis technology, the second major reason for designing a system
pending on the doping characteristics of the chip. with low temperature cooling is the potential improvement
The primary purpose of low-temperature cooling using vap@chieved in reliability to counteract detrimental effects, which rise
compression system are faster switching times of semiconducésr technology is pushed to the extremes. Many wear-out failure
devices, increased circuit speed due to lower electrical resistameechanisms follow the Arrhenius equatif?], showing that for
of interconnecting materials, and a reduction in thermally inducetie temperatures operating in the range-¢f0 to 140°C, every
10°C decrease in temperature reduces the failure rate by approxi-

Manuscript received May 6, 2004; revision received August 18, 2004. RevieWiately a factor 0f_2. Some recent work by Needh_am ef2]. )
conducted by: C. Amon. clearly shows unique low-temperature-related failures during
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manufacturing. If these fails can be eliminated through a manu- Fig. 2 Vapor compression refrigeration system
facturing test process then higher chip reliability can possibly be
realized in the field.
The IBM S/390 G4 CMOS systerf], first shipped in 1997, * two-zone models

gan hayeh12 plroc;essin% uni;[js,. up to tvlvo levels of cache and theygripted models are much like finite volume computational
us-switching logic packaged in a single MCM on one processgyiiy gynamics in which the evaporator is discretized into many
board. This delivers performance comparable to that of an IB

ct the system response. In the two-zone models, the evaporator

Ys divided into regions of two-phase flow and superheat. The con-

The decision to employ refrigeration cooling versus other cooling,\ ation equations are then applied separately. This method gen-
options, such as high flow air-cooling or various water-coollngr?”y uses the lumped parameter approach.

schemes, focused on the system performance improvement real-

ized with the refrigeration system. Bulk power for the system, Distributed Models. Gruhle and Isermanfi5] developed a
which is shown at the top of the frame, distributes 350 VD@heoretical model of a refrigerant evaporator based on the balance
throughout the frame. Below the bulk power is the central eleequations for enthalpy, mass, and momentum. They approximated
tronic complex(CEC)where the MCM, housing 12 processors, iglistributed parameter process by using lumped parameter models
located. to investigate the dynamic behavior of the evaporator. The tran-

Various electronic “book” package@nemory, control modules, sient responses were studied as the functions of manipulating sig-
dc power supplies, etcare mounted on each side of the processaral and various disturbances. The position of expansion valve was
module. Below the CEC are blowers that provide air-cooling fdhe manipulating signal, whereas the disturbances consisted of air
all the components in the CEC except the processor modulemperature, condenser pressure, and compressor speed. The su-
which is cooled through refrigeration. Below the blowers are twperheating temperature was considered as the control variable to
modular refrigeration unit§MRUSs), which provide cooling via optimize the evaporator performance. They suggested the nonlin-
the evaporator mounted on the processor module. Only one MR¥rity of the heat transfer coefficient to be a cause of random
at a time runs during normal operation. Should one MRU fail, ttehavior. The simulations they carried out using their models in-
can be replaced via quick connects located at the evaporatticate the oscillations of 5 Hz even for the constant input signals.
Thus, a new MRU can be installed while the system continues toWang and Taubg#] developed a distributed model to optimize
operate. The evaporator mounted on the processor module isthe evaporator performance using capacity control. Assuming that
dundant in that two independent loops utilizing copper tubes afee lumped parameter models are not accurate in the case of direct
interleaved through a thick copper plate, each loop attached epansion evaporators, they used a distributed model to gain ac-
separate MRUs. Refrigerant passing through one loop is adequateacy. This distributed model was developed using a computer
to cool the MCM(which dissipates a maximum power of 1050 Wsoftware program name@HoeNICs This model was not compared
for G4) under all environmental extremes allowed by the systertn any experimental data.

In the bottom of the frame, the 1/O electronic books are in- Jia et al[6]tried to improve the model by Wang and Tauber by
stalled along with the associated blowers to provide the aitonsidering the effect of refrigerant pressure drop inside the
cooling. Air-cooling for the condenser located in the MRU’s isvaporator. They stated that the heat stored in superheat section
provided by air exiting the 1/O cage at the bottom of the frameaffects the time required by the flow to attain steady state follow-
Airflow through the condenser as well as through the I/O cageiisg an increase in the flow. They focused on the transient response
increased for room temperatures above 27°C. A general schemafi¢he superheat to a step change in inlet flow rate and presented
of the various components of the vapor compression system uske distribution of refrigerant velocity, void friction, and tempera-

in the MRU are shown in Fig. 2. ture, both in space and time. They compared the responses of step
increase to step decrease and showed that the response is faster for
Background step decrease than for the step increase. Yasuda [@t]alevel-

Evaporator and expansion valve dynamics and the instabiliti@@€d @ system model to study the transient response of evaporator

associated with them have been the areas of research for maH h as hunting. The mathemat.ical mode], which consists of com-
[4—31]. Numerous methods to model the evaporator have beB[fSSOr condenser, thermostatic expansion valve, and the evapo-
summarized by Wang and Taulj@ and very common methods rator, is developed assuming linear relationship between mass

among others, are described in this chapter. These methods afi?W through expansion valve and the superheat. While modeling
the evaporator, the superheat region is modeled using distributed

« distributed models parameters and the two-phase region is simplified to the lumped
 control models parameter model. The values of evaporator pressure drop, mean
86 / Vol. 127, JANUARY 2005 Transactions of the ASME
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void friction, and local void friction were determined by experithe vaporization point of refrigeration and tracked its variation
ment and the literature, while the maximum flow rate for theith time. The two-phase region varied in the evaporator tube due
expansion valve was taken from the manufacturer’s data. to formation and propagation of a liquid slug, although the oper-
. . . ating conditions at inlet were steady.

_ Control Models.  Stoeckef8]investigated the instable opera-  garmnarf16], in his experimental study, analyzed the formation
tions of evaporator and expansion valve. A disturbance propagaig$, sjug in the evaporator. He attributed the inlet flow variations
through the system and creates another disturbance whenyithe evaporator to the slug formation and its effect on superheat
reaches the exit. The output response lags input by 360 deg. evaporator pressure. The slug causes a spike in pressure at the
effect of a new disturbance will disappear if it has amplificatiogyaporator and a decrease in pressure drop across the valve. Barn-
less than one or the new disturbance is not greater than the orjgizt recognized that this causes the inlet flow oscillations.
nal disturbance. However, if the amplification is grater than one or Mumma[17] designed a 26-foot-long evaporator to study the
the new disturbance is greater than the original disturbance, thgfiy length oscillations. He observed that temperature fluctuations
the feedback loop will make the operation of system unstablg; the poundary of the two-phase region completely dissipate by
According to Stoecker, the system will become more and mofge time the flows reach the exit. He also predicted that the ex-
unstable with increase in transport lag. _ pansion valve hunting is likely when the oscillations in the two-

Broersen and Van der Jaidt] modeled the expansion valve byppase region exceed the evaporator tube length. He stated that the
using an open loop transfer function. They used a single-inply_out point fluctuates even during steady operating conditions.
single-output feedback with refrigerant mass flow and superhegf,mma’s observation is in agreement with that of Wedekind.
The hunting at the evaporator, according to them, can be elimi-ta550y and Al-Nizar[18] compared the electronic expansion
nated by decreasing the mass flow of the refrigerant and also Pyyes and the thermostatic expansion valves during both cold and
increasing the thermal resistance between the bulb and the evapg- starts to see how the gain of the valve affects stability and
rator. Although reduction in the mass flow of refrigerant increasggergy efficiency of the refrigeration system. Cold start refers to
the superheat and eliminates the oscillations at evaporator exitgiiriing the system after it has been off for a considerably long
also reduces the efficiency of the system as cooling capacityiihe, whereas the hot start refers to on—off cycling of the com-
reduced with flow. Increasing the thermal resistance causeg@ssor. They report the superheat oscillations for thermostatic
problem during startup when the bulb response is expected to fié)ansion valve they used, during the cold start from 1 to 12°C,
fast. The slow response may cause flooding of the evaporator.ang during hot start from 6 to 10°C. The frequencies were 0.008

He, Liu, and Asad@10]say that the model they have developedng 0.006 Hz, respectively.
to study vapor compression system is the first model to capture
superheat signal with its dynamics. The model is a mixed lumpgthermostatic Expansion Valve: Static Model
parameter and control model that analyzes the response of evap _ing Agonafer, and Schmidt.9] presented a static model of

rating and condensing pressure and the superheat due to varia#'? h - ” ive in which thev develobed
in compressor speed, fan speed and expansion valve open  thermostatic expansion valve in which they developed a cor-
ation to determine refrigerant mass flow rate through the ther-

They expressed the need of multi-input multi-output methods . . :
they found single-input single-output methods to be insufficiefiOStatic expansion valve based on the evaporating temperature,
for the control purposes. condensmg temperature, the _superheat, and liquid subcooling.
This approach was preferred since these temperatures can be eas-
Two-Zone Models. Grald and MacArthu11] believed the ily measured.
lumped parameter approach to be best simulation option in case of he refrigerant mass flow rate through the thermostatic expan-
system interactions as it avoids the intensity of computations thgibn valve can be calculated by using the following expression,
is faced in distributed modeling. They modeled an evaporator ughich is derived from the Bernoulli's equation:
ing a lumped parameter approach. In their model, they trans-
g ped p pp y G= \/mA

formed the governing equations into ordinary differential equa- @

tions predicting the changing length of two-phase flow and vapgi the above expression,

density. They observed that the superheat response is faster for

step decrease in flow rate than for the step increase. Ap=11(Teond: Tevap) 2
Wedekind and Kobu$12] developed a model for the system = fo(Teong—Teur) ®)

that predicts the transient response of the evaporator using a P1= T2t Teond™ Tsu

weighted average of individual passages. They used the mean A=13(Teyap ATsp) (4)

void friction theory to study the thermal and flow maldistribu'[iorl:or constant evaporator and condensing temperature, the area of

through multitube evaporator. . .
In their model, Dhar and Soedgl3] divided the evaporator opening and h_ence the mass flow rate of the refrigerant through
Jhe thermostatic expansion valve depends on the superheat.

into liquid and vapor regions. They combined the empirical p : -~ . - .
rameters with conservation equations for analysis assuming thel NS Superheat can further be divided into two parts: the static

outlet conditions for both the control volumes to be the same agp_erheat ATstSE) and the opening superhealTops). The -
the bulk conditions within the control volumes. From their simuStatic superheat is the superheat at no load that ensures sufficient

lations they found that for large gain values the valve becom gring force to keep the valve closed. The opening superheat is the

unstable and with the lower values of gain, the valve takes long8fTe@se in superheat required to open the valve to match the load,
time to reach operating condition. The gain here is the changegﬁ shown in Fig. 3. It is shown that the open area of the valve
orifice area per change in superheat. ep_ends upon the opening _superh_eat. . . .

De Bruin, Van der Jagt, and Machielsi] developed a model Figure 4 shows an approximate linear relationship of refrigerant
to study hunting at the evaporator. They considered the thernj&tss flow rate and opening superheat for constant pressure drop

resistance of the expansion valve bulb and the offset temperatft&[0SS the thermostatic expansion valve and subcooling at a cer-
They concluded that either increasing or decreasing the bulb [8l €vaporating temperature. When pressure drop and subcooling
; dggconstant, the refrigerant mass flow rate is proportional to the

(A). This relationship also applies to valves with different
capacities. The orifice used determines the capacity curve of the
valve.

Experimental Investigation. In his experimental investiga- In Fig. 4, one will notice a maximum flow rate exits, which
tions of refrigerant flows and the transients in fully evaporatingorresponds to maximum kiloamperes. For a specific valve, when
refrigerant flows, Wedekinfll5]used a heated glass tube to locatéhe pressure difference on the two sides of diaphragm is larger

during startup in the case of increased resistance, they sugge
decreasing the resistance.
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than a certain valueA will no longer increase, stopping the in-
crease of the refrigerant mass flow rate. The maximum pressure
Full capacity difference is determined by the valve configuration and character-
istics of the spring. Corresponding to the maximum pressure dif-
ference, there is a maximum open superheat.

Minimum Stable Superheat

In 1988, Christensen and Robinsp20] studied the flow of
refrigerant through the suction line of a typical vapor compression
system. They observed the behavior of the refrigerant in the
evaporator at a given capacity. During the experim@ig. 5),
temperature probes T1 and T2 were placed at inlet and outlet of
the evaporator to measure the superheat across the entire evapo-
rator. It was found that by moving T2 closer to T2A, the tempera-
ture difference dropped as the liquid front was approached. Fur-

Superheat ther, moving T2 even closer to T2B, some temperature
fluctuations were seen. These temperature fluctuations were
caused by T2B sensing both liquid droplets and vapor. The point

Capacity

Static superheat Opening superheat just before the fluctuations were seen was defined as the minimum
stable superheat poitMSS). It was observed that at MSS the
F|g 3  Definition of static Superheat and open Superheat hlghest efﬁciency was achieved for a giVen load condition. It was

The effect of Open Superheat
R134a, Evp. Temp.=4.44C, DeltaP=6.144bar, Subcooling=0K, Static Superheat=0~4K
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Fig. 4 Relationship of mass flow rate versus opening superheat for a constant pres-
sure drop
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Fig. 6 Schematic of experimental bench

concluded that the evaporator is most efficient at the MSS poivhere
because this is the point at which all of the refrigerant has finished
evaporating. Rr=Rrag+Rn (8)

; dT,
Evaporator Time Constant RTMTd_tb +T,=Ta )

Considerable amount of work has been done to investigate the
hunting phenomena. Wedekind and Stoeckzt] formulated a Where
theoretical model to predict the mean transient response of the

mixture vapor transition point under sudden change in refrigerant M1=p\V|Cp +pcVeCp. (10)
mass flow rate. Two equations have been derived, one describing
the mixture vapor behavior under step decrease in refrigerant inlet Ty=C(t)e URMr (11)

mass flow rate and the other describing the step inci@2JeThe
time constant associated with step decrease is the time required to

evaporate all the excess refrigerant under the assumption that the RM Ta(C(t)eft/RTMT)+C(t)eft/RTMT=TR (12)
rate of heat transfer to the excess refrigerant remains constant. The

time .constant associated Wlth.a step increase is deflned as the time RTMTC’e’“RTMT=TR (13)
required to overcome the refrigerant shortage provided the rate of

inlet mass remains constant. The time constant was reported to be tTR(7)

in the order of 6 s. Dannin§23] reported an evaporator time C= f We”RTMTdT+ C, (14)
constant of 3.9 min. 0T

A mathematical model to determine the time constant is pre- .
sented. The evaporator and thermostatic expansion valve are as- T =T..e VRMr4 J Tr(7) e~ (t=D/RMrq - (15)
sumed to be dynamic and the condenser and the compressor are b Tbi oRTMt
neglected. It is assumed that the time lag is caused by the thermal .
resistance of the refrigerant vapor, tube wall, bulb wall, and bulhich yields
contents, as well as the thermal capacities of tube wall, bulb wall,

and bulb contents. To= TR _yrwm
Applying energy balance across evaporator and the bulb, en- T -7 =e T (16)
. . . bi R
ergy stored in the bulb equals energy coming in the bulb from the ) o
evaporator: and the time constantis given by
dT, Tp—Tr _
b =R{M 17
(micp +mecp) = 7 I ™M1 17)
hA +RebT Rt Reet Rrag * heAg The Experimental Bench
(5) Figure 6 shows a schematic of the experimental bench and Fig.

Assuming that the temperature of the fluid inside the bulb is samieshows a picture of the actual experimental setup. _
as the temperature of the bulb wall and that the temperature of thefhe schematic shows the four main components of the refrig-

refrigerant in the evaporator is same as that of evaporator waration system: the compressor, the condenser, the thermostatic
then expansion valve, and the evaporator. The evaporator has to be

maintained at 15°C irrespective of changes in the load conditions.
Tp=Tow (6) In order to avoid undershooting of evaporator temperature at 15°C

To=T with a sudden decrease in load, a hot gas bypass valve is installed

RTw in the system. As soon as the evaporator temperatures drops below

Hence Eq(1) reduces to 15°C due to sudden decrease in the load, the hot gas bypass valve
dT To—T opens and allows the hot refrigerant at the condenser inlet to di-

(mic, +mec, )_b:( b R) (7) rectly enter the evaporator thereby bypassing the condenser_and

: ¢ dt Ry expansion valve. When the temperature of the evaporator is raised
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Fig. 7 Actual experimental setup

to 15°C, the hot gas bypass valve closes and the cycle continuegffect of Bulb Location. In order to validate the Christensen

its normal working conditions. The hot refrigerant vapor entermnd Robinson theory20], five different bulb locations, namely, C,
the air-cooled condenser. Air is blown over the single-circuit cor, A, A1, and A2 distributed uniformly on the suction line were
denser with the help of a blower. The refrigerant then passelsosen. The test was conducted only on valve EQ2-JC. The other
through a flow-meter that can quantify the flow rate of the refrigwo valves were shut off during the entire operation of the experi-
erant flowing through the system during normal working condiments. The effect of change in the bulb location on the system
tions. A bypass valve is installed just before the flow-meter just stability was conducted for five different load conditions: no load
case it is required to bypass the flow-meter when the flow rea@® W), 250 W, 500 W, 750 W, and full loadL000 W). Figure 8

ings are not being taken. The condensed refrigerant from the cahows the bulb locations on the suction line. System instability is
denser enters the thermostatic expansion valve. The experimengirect function of superheat variation. The larger the superheat
were initially planned for three different types of expansion valvegriation, more unstable is the system. Thus, in order to determine
EQ2-JC, EQ2-JCP60, and EQ2-JZPM. These expansion valtks system stability at different load conditions, superheat varia-
are of the same sizes but differ in bulb properties, bulb fluids atidn was studied. Previous studies have noted that as the load
response times. In order to facilitate experiments on all three érecreases the system tends to become more stable. Similar results
pansion valves, the three valves were placed in parallel in there found during the experiments. The first set of experiments
circuit, thus allowing any one valve to be operated at a time, whileere conducted at location C, the system load was varied from 0
the other two are shut off using shutoff valves. W (no-load conditioin to 1000 W (full-load conditior) all other

Fig. 8 Bulb locations C, B, A, Al, and A2 on the suction line
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JC-Location C Load : 1000W

5 15
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5
U .5 — NoLoad % 0
¥ —250W -
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v 15 —1000W -15
0 20
25

25
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Fig. 9 Variation of evaporator outlet superheat; bulb location
C Fig. 12 Effect of change in bulb location at 1000 W load for
locations A, B, and C

parameters were kept the same. Figure 9 shows the results for ) )

TXV EQ2-JC with bulb located at position C and load varied from Another important observation made was that as the bulb was

no load to full load. Superheat variation was plotted against tim@oved from location C to A, each time the system became in-
Figure 9 shows the superheat variation at location C. It can BEEasingly stable indicating that we were approaching the MSS

observed that as the load is increased from 0 to 1000 W, tRgint, the point of maximum system stability. This can be ob-

system stability gradually increases. At the full-load condition, theerved by looking at Figs. 12—15. These figures show that varia-

system is most stable. At 1000 W it can be observed that superhié@® of superheat for all three bulb locations at full-load condi-

variation is within 2°C. Similar observations were made at locdions. Similar results were observed at 250 W and 0 W load, but

tions B and A, which are presented in Fig. 10 and Fig. 11, resped€ not shown here. _ _

tively. Again it is seen that the system is most stable at full-load Although the fact that the change in bulb location from C to A

condition and the system becomes more and more unstable asfigéeases the system stability is not very clear from Fig. 12, the
decrease the load. subsequent figures make it more convincing. Moreover, it was

JC-Location B Load : 750W

[5)
) — NoLoad E
® — 250W £
@ @
£ 500W s
5 E
= —750W =
o — 1000w
Time
Time [=LocA —LocB  LocC]
Fig. 10 Variation of evaporator outlet superheat; bulb location Fig. 13 Effect of change in bulb location at 750 W loads for
B locations A, B, and C
JC-Location A Load : 500W
g
&) ®
-
g g
5 g
5- &
w
Time
Time |—LocA—LocB LocCl
Fig. 11 Variation of evaporator outlet superheat; bulb location Fig. 14 Effect of change in bulb location at 500 W load for
A locations A, B, and C
Journal of Heat Transfer JANUARY 2005, Vol. 127 / 91

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Superheat Variation At 1000W Table 1 Bulb dimensions and time constants

15 B Valve Bulb Time constant
dimensions [sec]
10 \ (Outer diametex L) [ mm]
o 5. JC 9.5X75 6.98
‘15 JCP60 12.75X76 13.54
2 o JZPM 19X50 19.20
5 v
@ -5
-10 * ¥ ! ¥ - . .
loads, and this is true for all the three thermostatic expansion
-15 valves. The evaporating process is a constant flux heat transfer-
Time like process and the wall temperature responds very quickly to the
[—EQ2-JZPM — EQ2-JCP60 ——EQ2-JC | disturbance caused by the heat load changes. The response of

thermostatic expansion valve to these changes is, however, slower
and hence the disturbances cannot be fully suppressed.

The superheat variation is least at the full-scale heat (©860
W) and the oscillations increase as the load is reduced in steps

) ) (750 W, 500 W, 250 W). The valve EQ2-JZPM, however, yielded
observed that below 500 W the system was highly instable, bist stable results.

behaved in the way similar to that mentioned above. In order to
get a better idea of the location of MSS, two more trials were Effect of Bulb Time Constant. The sensor bulb of the ther-
conducted at locations A1 and A2 similar to those mentiongtiostatic expansion valve located at evaporator outlet senses the
above. It was observed that the system instability increased as swperheat and sends the signal to expansion valve, controlling the
move away from A in the direction of A2. This showed that th@pening of expansion valve and hence the flow of refrigerant
MSS point should be somewnhere close to location A. Although tlirough it. Increase in bulb temperature will cause the valve to
is very difficult to find the exact position of MSS point, someopen further accommodating more flow, whereas with a decrease
more trial runs can be conducted by placing the bulb in the vicit the bulb temperature, valve will close and the flow will be
ity of location A to get a better idea of location of MSS point. restricted. The rate at which the bulb responds to the outlet con-
Although not of much relevance here, the interface temperatudéions is a function of thermal resistance of the bulb, contact area,
between the heater block and evaporator was also recordecegl bulb mass.
check if the system is cooling enough to keep the module tem-Figures 17-19 show the bulb temperatures and evaporator out-
perature within acceptable limits. Figure 16 shows the variation tt temperature. The bulb response lags to the evaporator outlet
interface temperature for location A at 1000 W. It was seen thigmperature. The bulb temperature starts to rise in response to the
the interface temperature in all the cases was close to 40°C. THging outlet temperature. It, however, continues to rise even when
means that the system operates stably by maintaining the modifie outlet temperature has ceased to rise and started to decline.
temperature at 40°C. After some time, the bulb temperature starts falling and continues

. . to fall even if the outlet temperature has begun to rise again after
Effect of Thermophysical Properties of Sensor Bulb. Three  reaching the minimum.

different thermostatic expansion valves are used to study the ef-
fect of thermophysical properties of sensor bulb on the stability of
the modular refrigeration unit. Manufactured by Sporlan Valve
Company, all the three valves are Hfon capacity. The bulb size EQzCTo00
and time constant for each bulb, calculated using Ed) are

listed in following table. %

Fig. 15 Superheat variation at 1000 W

Effect of Superheat. The control ability of the thermostatic
expansion valve is greatly influenced by the variation in super-

-
o

Bulb

Temperature °C
S

heat. The working superheat of 5—-8°C is common in commercial : Evaporatof Outiet
vapor compression system. The data represented by Figs. 12—-14 5
indicate that the variation in superheat is more for lower heat ol
Time
Interface Temperature Fig. 17 Bulb and evaporator exit temperature for Valve
EQ2-JC
45
40 1 EQ2-JCP60 750W
(&)
02 35 l
330 5y
e
g 25 o2
uE: 20 £ Bulb
" g Evaporator Outlet
15 v % 10
10 ts
Time Y
Time
e EQ2-JCPB0 ===EQ2-JZPM — EQ2-JC
Fig. 18 Bulb and evaporator exit temperature for Valve EQ2-
Fig. 16 Variation in interface temperature JCP60
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EQ2-JZPM 750W h, = coefficient of convective heat transfer for liquid in

bulb

hg = coefficient of convective heat for refrigeration in
o the tube
® o k = constant related to thermostatic expansion valve
f: y design
8 Evaporator Outlet
£ m. = mass of copper tube
2

m, = mass of liquid

Ap = pressure drop across valve
Time p; = entrance liquid density

7 = time constant

Fig. 19 Bulb and evaporator exit temperature for Valve EQ2-
JZPM
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Impact of Area Contact Between
Sensor Bulb and Evaporator
Return Line on Modular
saket Karajgikar § Rafrjgeration Unit: Computational
Nikhil Lakhkar .
and Experimental

Dereje Agonafer
Fellow ASME
e-mail: agonafer@uta.edu In the past, virtually all commercial computers were designed to operate at temperatures
above the ambient and were primarily air-cooled. However, researchers have always
Mechanical and Aerospace Department, known the advantages of operating electronics at low temperatures. This facilitates faster
The University of Texas at Arlington, Arlington, switching time of semiconductor devices, increased circuit speeds due to lower electrical
TX 76010 resistance of interconnecting materials, and reduction in thermally induced failures of
devices and components. Depending on the doping characteristics of the chip, perfor-
mance improvement ranges from 1% to 3% for every 10°C lower transistor temperature
Roger Schmidt can be realized. The IBM S/390 high-end server system is the first IBM design which uses
Fellow ASME a conventional refrigeration system to maintain the chip temperatures below that of com-
IBM Corporation, Poughkeepsie, NY parable air-cooled systems, but well above cryogenic temperature. In previous work, the
focus was to study the effect of variation of evaporator outlet superheat on the flow
through thermostatic expansion valve at varying evaporator temperature. The effect of
change in bulb location and effect of bulb time constant on the hunting at the evaporator
has been reported. The effect of area contact on the stability of the system is been
predicted theoretically. Mechanical analysis is performed in order to check the stresses
induced. The evaporator return line and the sensor bulb are simply attached. The effect of
area contact is further studied experimentally on an experimental bench.
[DOI: 10.1115/1.1839585

Introduction Background

With the strong move towards complementary metal-oxide- The IBM S/390 G4 CMOS systeifd], first shipped in 1997,
semiconductoCMOS) chip technologies, cooling has now be-can have 12 processing units, up to two levels of cache, and the
come a strong influence on computer performdrdelt is known bus-switching logic packaged in a single multichip module
that mobility, which is a ratio of electron or hole velocities tdMCM) on one processor board. This delivers performance com-
electric field, is a function of temperature. Mobility increases dkarable to that of an IBM 9021-711 bipolar system, in which the

temperature decreases due to a reduction of carrier scattering fr%%respondllng qulc occupies 56 MCMS on 14 boayds. This sys-
L . . tem was unique in that it was the first such IBM design to employ
thermal vibrations of the semiconductor crystal lattice. In add

) . ; S Fefrigeration cooling. The decision to employ refrigeration cooling
tion, there is an exponential reduction in leakage currBhlts  orqg other cooling options, such as high flow air-cooling or
Reliability of a microelectronic system is the probability that,;yious water-cooling schemes, focused on the system perfor
the system will be operational within acceptable limits for a givemance improvement realized with the refrigeration system.
period of time[2]. Reliability of an electronic component is in-  Bulk power for the system, which is shown at the top of the
versely proportional to its temperature. The reliability of a silicoframe in Fig. 1, distributes 350 VDC throughout the frame. Below
chip decreases by about 10% for every 2°C of temperature rige bulk power is the central electronic compl@&EC)where the
[3]. In addition, many wear-out failure mechanisms follow th&CM, housing 12 processors, is located. Various electronic

Arrhenius[4] equation showing that for die temperatures operatP00k” packages(memory, control modules, dc power supplies,
ing in the range of—20 to 140°C, a decrease in temperatur@tc-)are mounted on each side of the processor module. Below the

significantly reduces the failure rate. Therefore, a significant ngC are blowers that provide air-cooling for_aII }he components
provement could be achieved in chip failure rates with lower teny: the CE.C except the processor module, which is coole_d thrc_)ugh
. . refrigeration. Below the blowers are two modular refrigeration
peratures achievable through electronic cooliby _units(MRU?'s), which provide cooling via the evaporator mounted
For increased reliability, improved performance, and to maiy, the processor module. Only one MRU at a time runs during
tain the chip temperatures below functional limits, a number ¢formal operation. Should one MRU falil, it can be replaced via
computer companies have shown interest in low temperature cogliick connects located at the evaporator. Thus, a new MRU can
ing technology during the last few yedrs]. This paper focuses be installed while the system continues to operate. The evaporator
on IBM’s S/390 mainframe, which uses conventional refrigeratiomounted on the processor module is redundant in that two inde-
system to maintain low temperature, but well above cryogenjiendent loops utilizing copper tubes are interleaved through a
temperature. thick copper plate, each loop attached to separate MRU'’s. Refrig-
erant passing through one loop is adequate to cool the MCM
Manuscript received May 6, 2004; revision received September 19, 2004. ReviéWhich dissipates a maximum power of 1050 W for)Ghder all
conducted by: C. Amon. environmental extremes allowed by the system.
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Expansion Cage: Fig. 3 Typical vapor-compression refrigeration cycle [5]
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+ 22 1/0 slots

state 2 and leaves as saturated liquid at state 3, as a result of heat
' rejections to the surroundings. The saturated liquid refrigerant at
Fig. 1 IBM S/390 G4 CMOS t 9 . S
9 / system [9] state 3 is throttled to the evaporator pressure by passing it through
an expansion valve. The temperature of the refrigerant drops be-

ow the temperature of the refrigerated space during this process.

In the bottom of the frame, the 1/O electronic books are HTh refrigerant enters the evaporator at state 4 turated mix
stalled along with the associated blowers to provide the aif- € refngerant enters the evaporator at state 4 as a saturate :

cooling. Air-cooling for the condenser located in the MRU's is- <’ and it completely evaporates by absorbing heat from the

provided by air exiting the /O cage at the bottom of the framégafrigerated space. The refrigerant leaves the evaporator as satu-

Air flow through the condenser as well as through the 1/0 cage rigted vapor and reenters the compressor, completing the [Gcle

increased for room temperatures above 27°C. A general schematic .
of the various components of the vapor compression system ugg¢pporator Time Constant

in the MRU are shown in Fig. 2. Considerable amount of work has been done to investigate the
) hunting phenomena. Wedekind and Stoed¢kdiformulated a the-
The Vapor Compression System oretical model to predict the mean transient response of the mix-

Refrigeration is the withdrawal of heat from a substance d#re vapor transition point under sudden change in refrigerant
space so that the temperature is lower than that of the natufgss flow rate. An equation was derived, describing the mixture
surroundings. The vapor compression cycle is employed in md&@por behavior unqler step decrea§e in refrigerant mlej mass flow
refrigeration systems. Refer to Figs. 3 and 4. It consists of fotte and the step increafg]. The time constant associated with

processes: step decrease is the time required to evaporate the entire excess
12 Isentropic compression in a compressor refrigerant under the assumption that the rate of heat transfer to
2—3 Constant_pressure heat rejection in a condenser the eXC.eSS refl’lg(_érant rem.aJns C_OﬂStant. The time COI’I_Stant assocl-
3—4 Throttling in an expansion device ated with a step increase is defined as the time required to over-

4—1 Constant-pressure heat absorption in an evaporator ~come the refrigerant shortage provided the rate of inlet mass re-
In an ideal vapor compression refrigeration cycle, the refrigefdains constant. The time constant was reported to be on the order
ant enters the compressor at state 1 as saturated vapor ang@f i§ . Danning[8] reported an evaporator time constant of 3.9
compressed isentropically to the condenser pressure. The temp@‘rtﬁl[ﬂ-
ture of the refrigerant increases during the isentropic compression
process to well above the temperature of the surrounding medium.
The refrigerant then enters the condenser as superheated vapor &4

Condenser Fiiter/Drier 5 /
. - G- Katurated -

Expansion Valve iiqllid

+O

Hot Gas
Bypass Vaive
Compressor

Accumultator /” &4 4
Evaporator »
Flexible Flexibie Saturated vapor

Hose Hose -
L— T e ¢

Fig. 4 T-s diagram for vapor-compression refrigeration cycle
Fig. 2 Vapor compression refrigeration system [9] [5]
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Fig. 7 750 W load superheat comparison

Fig. 5 Schematic diagram of experimental setup

cial thermal paste is applied between the two surfaces. The cold
) ) ) ) plate has six resistive heaters connected in parallel embedded into
Kulkarni [9] presented a mathematical model in which he dgt which dissipate a nominal power of 1000 W. The power dissi-
rived an equation for evaporator time constant. Equation was qﬁﬂed by the heaters can be varied from Grw load)to 1000 W
rived on the assumptions that evaporator and thermostatic expgtl load) with the help of a rheostat. This heater block is a
sion valve are dynamic, neglecting condenser and compressor.ditfiulation of the MCM, which has to be cooled by the evaporator

assumed that the time lag is caused by the thermal resistancenohe field. Figure 5 shows the actual experimental bench.
the refrigerant vapor, tube wall, bulb wall, and bulb contents, as

well as the thermal capacities of tube wall, bulb wall, and bulkeasuring Instruments
contentq 9]. . .

All the work mentioned above was based on line contact be-Thde tSSt unit :/vas_ pﬁwered and Icontrol_lid t‘:v'tg /t:?geohgf (c:)|fv|tg%
tween evaporator return line and sensor bulb. This paper studfi@ndard control unit that comes along with the

the effect of area contact between evaporator return line and sgfStem- The system could be remotely started and shut off using
sor bulb on the stability of the system. control software. Temperatures and pressures were measured at

inlet/outlet of all major system components. Temperatures were

. . . . measured using T-type thermocouples and pressures measured us-

Operation of Modular Refrigeration Unit ing pressure t?ans)(;ﬂcers. The p?essure a?nd temperatures were
Figures 5 and 6 shows the circuit diagram and experimental tes¢ctronically recorded using a HP data acquisition system

bench of modular refrigeration unit. It can be seen that the cofDAQ). Data from the DAQ was received on a personal computer

pressor, condenser, thermostatic expansion valve and evaporatsing commercial softwareLaBvieEw 6.0 from National

accumulator, and the hot gas bypass valve are connected in liruments.

circuit. The evaporator return line and the sensor bulb surface are

finely polished. The sensor bulb is placed on the evaporator retikffect of Superheat

line such that polished surfaces of both are in thorough contact-rhe variation in temperature of refrigerant after its state has

The sensor bul_b is attac_hed to evaporator return _Iine with the hed anged to vapor, with the addition of heat to an evaporator that
of clips. Insulation tape is used to cover the bulb in order to avo :

" ffects. Th tor | trolled t t-poiNnt s refrigerant exiting in a superheated state, leads to temperature
convection eriects. ihe evaporator IS controlled 10 a Set-point Pl jationg resulting in what is referred to as superheat hunting.

15°C irrespective of load changes. Once the sensor bulb detectga -ommon reasons for the superheat hunting are an oversized

drop in the evaporator temperature below 15°C a signal is immgs, e “an undercharged system, and poor bulb contact. It can be

diately sent to the data acquisition system, which in turn activatgéen from the data shown in Figs. 7 through 11 that the superheat

the hot gas bypass valve. As a result, the hot gas from the COsiation increases with reducing loads, i.e., it is more for lower
pressor mixes with the low-temperature refrigerant before passipg s and goes on decreasing as the load increases, as will be

Bwn in Experimental Analysis section of the paper. In this pa-

: h , the effect of area contact on superheat variation is studied.
evaporator has a cold plate fitted on the top of it. The heater blo P

is mounted on the evaporator with help of seven bolts. In order{fqhy Area Contact
rfa

improve thermal contact between the two mated areas, an interfa- ) )
The sensor bulb of the thermostatic expansion valve located at

evaporator outlet senses the superheat and signals to the expan-
sion valve, controls the opening of expansion valve, and hence the
flow of refrigerant through it. Increase in bulb temperature will
cause an increase in the flow, whereas, if there is a decrease in the

Superheat(oC)

Fig. 6 Actual experimental bench  [9] Fig. 8 1000 W load superheat comparison
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Fig. 9 Cylinders in area contact

bulb temperature, the valve will decrease the flow through the

expansion valve. The rate at which bulb responds to the outlet

conditions is determined by the term “Bulb Time Constant.” Fig. 12 No load superheat comparison
Kulkarni [9] suggested a mathematical model to determine the

bulb time constant. In his work, he applied the energy balanced

equation(1) across evaporator return line and bulb. computational analysisiNsys is used to predict the change in
heat transfer rate with respect to change in the contact area. Fur-
i Olp _ To—Tr ther, experiments were performed to verify the results. Here, the
(MCp, +McCpy) dt | 1 1 contact area for all the trials was kept constant. In addition, a
A +Rept Rnt Reet Rrag+ ehn comparison is made between line contact and area contact.

(1) Computational Analysis. The sensor bulb of the thermostatic
expansion valve located at the evaporator return line senses the

The solution to this equation is given by superheat of the refrigerant and sends a signal to the expansion

To-Tr  _yrm valve regulatin_g the openin_g of the expansion valve and_ hence the
T -T2 =e T (2) amount of refrigerant entering the evaporator. Increase in the bulb
i 'R temperature will cause the valve to open further accommodating
Rr=R/a¢+Rm (3) more and more refrigerant in the evaporator, and vice versa. The
time taken by the bulb to respond to the increase or decrease in

Mr=pViCp +pcVcCp, (4)  superheat depends on the thermal resistance of the bulb, contact

: : : - area, and the thermophysical properties of the fluid inside the
In the above equation, the terR;Mt is nothing but the time . I .
constant; i.e., the rate at which the bulb responds and it is a fur: Wf'thhthg ?glf? Fgma'”"ﬁg the samel,_lthe thermophysmalhpropr)]-
tion of thermal resistance of the bulb, contact area, and bulb ma‘grtIeS of the bulb fluid remain constant. Hence, we can say that the

Taking this into consideration, this paper focuses on the area C(;;fi%-e at which bIU|b r:esponc'ts tohthe |r:crea_se or decrr(]e_aﬁe In super-
tact. eat depends largely on the thermal resistance, which again de-

pends on the contact area of the bulb. Taking this as the main
objective of research, a series of simulations were conducted in
Effect of Area Contact ANSYS. Figure 12 shows model of two cylinders in tangential con-
The effect of area contact on the stability of the system is firgact with each other. Solid 92 was the element selected for analy-
predicted computationally and then experimentally verified. In th&s. A pressure analysis was performed considering the tube as a
pressure vessel with the same shape and dimensions are they are
in real. Pure copper was the material taken into consideration for
the analysis. Both the ends were fixed and a pressure that was
equal to the pressure, which we were getting at the evaporator
return line for the line contact, was applied to it from inside.
Figure 13 shows a graph that indicates how heat transferred
from the bulb to the tube varies with the change in distance be-
tween the centers. The initial temperature of bulb was taken as the
atmospheric temperature, whereas for the tube, the temperature of
evaporator return line was taken. It was observed that, with re-

Superheat(oC)
S

me(s)

Heat flux Vs distance between centres

Fig. 10 Graph of heat flux versus distance between centers

15
o110 £
o
55
Q i
£o
g
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Fig. 11 Sensor bulb attached to evaporator return line Fig. 13 250 W load superheat comparison
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rator return line temperature and the sensor bulb temperature,
which means that the bulb senses the superheat more quickly and
hence the hunting is reduced.

From the experimental graphs, it is observed that superheat
variation for the area contact is less than that for the line contact
for all loads. Superheat variation for the area contact and the line
contact at no load is within 13 and 15°C, respectively. In addition,
from the nature of the graphs it is evident that for the area contact,
the system functions more smoothly as compared to the line con-
tact; i.e., hunting is comparatively less. The superheat variation
for the line contact is within the range of 15, 20, and 17°C for
250, 500, and 750 W heat loads, respectively, while the superheat
variation for area contact is within the range of 12, 14, and 12°C,
respectively. At full load, system behavior is almost identical.
From Figs. 7 to 11, it can be said that effect of area contact is
more prominent at lower loads. Thus, it can be said that the sta-
bility of a system depends on the bulb time constant, which is a
function of contact arefas per Eqs(1)—(4)]. It can be seen that
by changing the contact area, i.e., from line contact to area con-
Fig. 14 500 W load superheat comparison tact, system performance improves, and is comparatively stable.
Therefore, by changing the contact area we are basically changing
the bulb time constant. To control the stability of the system by
changing the contact area is important, since this the only param-

spect to the area contact, the heat transferred from the bulb to €@r that can be controlled externally. However, there is a limit to
tube increases significantly, which in turn means that as the dighich we can polish the surfaces, the evaporator return line, and

tance between centers reduces, the heat transfer between tHigrsensor bulb. This is becauds the bulb contains pressurized
increases. liquid and(2) the pressure is created in the evaporator return line

due to flow of refrigerant.

Experimental Analysis. Experiments were conducted for The effect of area contact can be justified by the fact that there
both line contact and area contact. The evaporator return linejdSag between the evaporator return line temperature and the sen-
polished to obtain a flat area with a surface roughness ofth3  sor bulb temperature. In the line contact, this lag is comparatively
The bulb was also polished to obtain the same surface roughngfsre than that during the area contact. The system will be fully
as that of evaporator return line. The bulb is attached to evapoiable when the lag between the two is zero. At that time there will
tor at the point determined by Kulkarf8] with the help of metal e no hunting in the system. However, in practice, it is impossible
clips, as shown in Fig. 14. to achieve this point. Whatever may be the contact area, there will

The heat load is varied from no load to full loati KW) in  pe some contact resistance offered by the system. In addition,

steps of 250 W. All other parameters were kept constant. In eagfere is always a small amount of leakage to the atmosphere.
case, the variation of superheat is observed. Figures 7 through 11

show the superheat variation achieved for different loads. Th

blue line in the graph shows superheat variation for line conta menclature

and the pink line shows superheat variation for area contact. A, = area for convective heat for refrigerant in the tube
In Fig. 7, it is seen that superheat is within the range of 15°C Ag = area for convective heat for refrigerant in the tube

for the line contact. For the area contact it can be said that forthe C, — specific heat of copper

same load, the superheat variation is less and is within the range ¢ ¢

of 13°C. Thus, the system is more stable when there is area coy- L tact resist for bulb and tub

tact between the sensor bulb and evaporator return line. Figure 8°’ RCC _ con ‘"’t‘c re3|sf ancel t(')r ulb and copper tube

shows the graph of the system at 250 W loads. Superheat variation R m - rezl_str_:lnc?ho |ns|u & |_ortl

is 15°C for the line contact and 12°C for the area contact. Figures [lf_‘d B tr:mlae“r/:t r:r(;?are;reslesraarrl‘tcil the tube

9 and 10 show the system performance at 500 W and 750 W heat VR B vquFr)ne ol: copper tlL?be : u

load, respectively, for line and area contacts. Superheat variation VC B | £l p% in bulb

is 14°C and 17°C for the line contact compared to 12°C for the L volume ot fiquid in bu L

area contact. Figure 11 shows that for 1000 W heat load, the hy = coefficient of convective heat transfer for liquid in

= specific heat of liquid in bulb

system performance is almost identical. Superheat variation is ho — (t:)gtlet?‘ficient of convective heat for refrigeration in
within the range of 2°C after the system becomes stabilized. For R ™ the tube 9

both type of contacts, the system takes some initial time to stabi-
lize.

In general, it can be seen that the system becomes more stable
as the load increases and is independent of type of area contact. At
no load, maximum instability is observed, while at 1000 W, maxi-
mum stability is observed. References
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On the Nature of Critical Heat Flux tremely difficult to ascertain the flow in each channel, and it is

. . virtually impossible to measure the heat flux and temperature dis-
in Microchannels tributions around the periphery of each channel.

It should be noted that boiling is desirable with heat sinks for
cooling of electronic components, because the wall temperature is

A. E. Bergles more likely to be uniform. This is due to the fact that the wall

Honorary Member, ASME, Mechanical Engineering temperature is constrained to the fluid saturation temperature. In
Department, Massachusetts Institute of Technology, single-phase flow, the wall temperature tracks the fluid tempera-
Cambridge, MA 02139 ture, which may rise greatly at high heat input. The pressure drop

is to be kept at a reasonable level, for structural reasons and to
avoid wall temperature variation as the saturation temperature
falls along the channel length. To minimize the pressure drop, the

e-mail: abergles@aol.com

S. G. Kandlikar flow rate is so low that large heat inputs result in large enthalpy
Fellow, ASME, Mechanical Engineering Department, changes; thus, it is saturated boiling that is of interest. The occur-
Rochester Institute of Technology, rence of CHF must be regarded as an undesirable condition, as it

will cause overheating of an individual channel or even the entire

Rochgster, NY 146.23 substrate containing the microchannels.

e-mail: sgkeme@rit.edu The main purpose of this paper is to highlight the existing CHF
studies, deduce the cause of CHF, and give guidelines for new
studies.

The critical heat flux (CHF) limit is an important consideration in ) )
the design of most flow boiling systems. Before the use of micfeHF in Small Diameter Tubes

channels under saturated flow boiling conditions becomes widelyseyeral hundred thousand CHF points have been reported in the
accepted in cooling of high-heat-flux devices, such as electronigsjjing literature of the past 50 years. These data were over-
and laser diodes, it is essential to have a clear understanding \%elmingly obtained with stable flosee belowjn single, thin-
the CHF mechanism. This must be coupled with an extensive gglled, circular tubes. The tubes were usually of uniform wall
tabase covering a wide range of fluids, channel configurationgickness, and direct electrical heating was utilized to simulate the
and operating conditions. The experiments required to obtain thignstant heat flux boundary condition. The electric pogheat
information pose unique challenges. Among other issues, flow digrx) was increased slowly until a vapor blanketing occurred, as
tribution among parallel channels, conjugate effects, and instridenced by physical burnout of the tube or activation of a burn-
mentation need to be considered. An examination of the limitggt protection device by the increased temperature. In the latter
CHF data indicates that CHF in parallel microchannels seems t@ase, the power to the tube was rapidly disconnected before burn-
be the result of either an upstream compressible volume instabilfyit occurred. Numerous correlations have been proposed for sub-
or an excursive instability rather than the conventional dryougggled exit conditionge.g.,[5]) and for boiling with net vapor
mechanism.. Itis gxpected that the QHF in paralle! micrOChanneb%neratior(e.g.,[6]). Some studies of CHE have considered axial
would be higher if the flow is stabilized by an orifice at the emgng/or circumferential flux tilts, usually by machining the tube.
trance of each channel. The nature of CHF in microchannels ige critical heat flux condition is as well defined there as with
thus different than anticipated, but recent advances in microelegniform heating. Fluid heating of uniform-wall tubes has also
tronic fabrication may make it possible to realize the highepeen usedessentially simulating the uniform wall temperature
power levels[DOI: 10.1115/1.1839587 boundary conditioy) and the CHF values are similar to those for
uniform heat flux.

Single-tube CHF data are not available for microchannels, be-
Introduction: General Description of Microchannel cause of fabrication and instrumentation considerations. At the
Heat Exchangers present time, the only alternative seems to be to derive guidance
. from the available CHF data in mini channels. Extensive experi-

This paper will be directed toward microchannels, which Mments were conducted with subcooled boiling in tubes as small as

variably involve cooling channels in blocks, as opposed to mi —0.3mm (300 um) [7]; however, the mass fluxes—and pres-

and larger diameter channels that have individual confining wa Sire drop—were very high. As mentioned above, the interest for

and are usually thermally well controlled. Using commonly ac-_. - .
cepted definitions of microchannels, 2], the hydraulic diametercrmcrochannel heat exchangers is in even smaller channels, with

. . bulk boiling at low mass flux and low pressure.
D, will be in the range 10—-20@m. The length of the flow pas- : " A
sagesL., will be on the order of 10 00gm. (The length will be The modeling of saturated flow boiling CHF in microchannels

less in the case of interrupted or “cross-linked” chand@lp. The under stable conditions has not received much attention in the
h pted . e iy literature. The pool boiling model by Kandlik§8] employs an
channels will usually be cut in a block; for silicon, microelec

tronic fabrication technigues will be usé], whereas for copper ‘additional momentum force caused by the evaporating interface
d ' PPET haar the heater wall. The resulting nondimensional groups utiliz-

or other metals, an end mill, or a lamination-and-bonding process o o\ anorating momentum, inertia, and surface tension forces
will be used. Typically, there will be of the order of 100 paralle how promise[9]. However, accurate experimental data under

Chaf?“e's- Heat is usually supplied to one $'de of the blOCk.' A§'able operating conditions are essential for validating any model.
suming that the channels are cut from one $itlea cover plate is

provided on that sidéFig. 1), and inlet and exit headers coupl i .
the microchannel heat exchanger to the flow system. FFlow Distribution in Microchannels

The result of this arrangement is that two problems experiencedTwo-phase heat sinks for cooling of microelectronic compo-
in conventional heat exchangers are aggravated. The first of thesats will typically operate with single-phase inlet conditions. The
is flow distribution among many parallel channels—a particulariplet header pressure drop will, therefore, be small compared to
serious concern with boiling and evaporating flows. The secondtl¥e pressure drop in the chann@taporization and large/D). In
conjugate effects, circumferential and axial heat conduction in tispite of the fact that the outlet header has two-phase flow, the
material forming the channel. These complications make it epressure drop of that header is also relatively small. The result of

all this is a uniform flow distribution, provided the heat input is

Manuscript received May 20, 2004; revision received September 22, 2004. Reiform. Even for nonuniform placement Qf electronic de‘(icesv
view conducted by: C. Amon. the heat input at the top of the channels will tend to be uniform,
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conventional evaporator applications. The shape of the bubbles
varied depending whether the bubbles formed at the flat or corner
regions of a rectangular channel. Since the bubble has already
grown to a rather large size, the heat flux and wall superheat are

larger than those for conventional incipient boiling. In any case,
Microscopic microscopic observations of bubble formation in subcooled water
coolant passages Cover plate are in good agreement with the predictions, confirming the various
assumptions in the numerical calculations. The conjugate nature

/ of the heat flow in the copper block was acknowledged in defining

the conditions for a large, stable bubble.

Device side of
Integrated circuit chip Conjugate Effects

Fig. 1 Chip with integral cooling channels  (see Ref. [4]) There will usually be nonuniform heat flow around the circum-
ference of a rectangular channel. This leads to preferential nucle-
ate boiling from the channel baghkeat input side), variations in
. eat transfer coefficient within the channel, and ultimately initia-
l:_)e'causfe ﬁf thﬁ use lofblheell(t sprqead]?frs or t?e h'gh therrr;]al coﬂn {1 of critical heat flux at the hottest surface. Numerous numeri-
tivity qf the ¢ ann% lock. The effects o perss_(tjents_ea:t Ugal studies of conjugate single-phase flow in microchannels have
nonuniformities on device temperatures are considerd@|inin .tﬁeen carried out, but none have been reported for two-phase heat
ge.n.eral, ﬂ.OW distribution is not considered to be a prqblem Wilansfer. A numerical approach seems to be the only option to
boiling microchannel heat sinks. Of course, flow distribution,qie conjugate effects, as it is impossible to place temperature
would be an issue if there were two-phase flow in the inlet headgénsors around the circumference of a microchannel, so as to get
the local wall temperature and heat flux.
Incipient Boiling As an example of the experimental difficulty, consider what it
kes to get thermal information in simulated cooling channels for
jgﬁ plasma-facing componentBFCs)for the International Ther-
ﬁr)onuclear Experimental Reactor. Rather than use varying tube

ing in microchannels. There should be numerous imperfections I;11II thickness to create the flux tilts, circular tubes are surrounded

the heated surface and sidewalls that act as nucleation sites. The's large block, heated over part of Fhe put3|de perimeter. Boyd
cavities are likely to contain a preexisting gas phésgpor or et al.[16,17]described a massive cylindrical test section heated

foreign gas)with water (low wettability), but the requisite gas over 180°C by five resistance heaters. Thermocouples placed at

may be flooded out with refrigerants or fluorochemicéisgh 48 stations give the three-dimensional distribution of the wall

wettability). Nucleation cannot take place from a cavity unless ggmperatures and heat fluxes. See Fig. 2. For reference, the tube

P . . : - P nside diameter is 10.0 mm. The system is very complex, but it is
:[;(il:;otlus;:rroundlng an emerging bubble is sufficiently high in temconsidered capable of obtaining boiling curves around the channel

For the low velocities encountered in microchannels, the anal rcumference, including the I.ocal CHF. Earliey in the program, .it
sis given in[10] predicts very large cavities at the point of incipi- as postulated that three different flow regimes could coexist

. : s ithin the channel: single-phase turbulent flow, subcooled flow
ent boiling. In practice, however, the large cavities called for m ﬁéﬂing' and subcooled film boiling. Recently, Boyd et 7]

It is important to determine whether there are any barriers
vapor formation in microchannels. There seems to be no rea
why conventional theory cannot be used to predict incipient bo

not be available as nucleation sites. That is, they may not exist . .
monstrated this coexistence.

all or may not contain the necessary gas. As the largest, initial he same phenomenon is expected in blocks with microchan-
active nucleation site decreases in size, the superheat required t p P

initiate boiling increases. This is not seen as a problem, thou ,S' the difference being that the small size makes it impossible

and, with water, vapor should be formed at approximately t install a large number of temperature sensors around the floyv
point where the bulk liquid temperature reaches the saturatig@""€l- Implanted temperature sensors can get representative
temperature. With highly wetting liquids, the largest active cavit .OCk temperatures along a channel Iength, but they are insuffi-
(one containing gas or vapomay be quite small. Activation of ient to calculate local heat transfer coefficients.
that cavity will trigger a vapor bubble, which will activate larger -
cavities; this results in the familiar temperature overshoot ar%haracter of Bulk Boiling
boiling curve hysteresis. There is a reduction in wall superheat atin conventional heated channels with bulk boiling, incipient
incipient boiling. boiling is normally followed by a progression of well-known flow
The available evidence seems to corroborate the preceding gatterns: bubbly flowfirst at the wall, then in the coyeslug flow,
scription of nucleation behavior. Bowers and MudaWat] re- and annular flon(usually annular/dispersed flowMist flow fol-
ported some hysteresis in their microchannel with R-113. Jiatgyvs CHF—that is dryout of the annular film. In microchannels,
et al. [12] observed temperature profiles that indicated smootn the other hand, the bubbles depart—and the departure size is
vaporization of water in silicon channels of 40 or 86 hydraulic comparable to the channel width, according to the visual observa-
diameter. In a more recent study, however, Zhang €tl&@] re- tions of Qu and Mudawdrl5]. They then observed that there was
ported unusual, reverse-temperature-overshoot behavior with vea- abrupt transition to annular flow at zero quali8]. From a
ter; that is, the wall temperature increased at incipient boiling. Thariety of published observations, Koo et &1.9] earlier con-
magnitude of the temperature overshoot was reduced by etchitgded that bubbly flow and slug flow do not exist in microchan-
artificial cavities into the surface. It is noted that there is precedemtls; the flow goes suddenly to annular/dispersed flow. The same
for such reverse-temperature overshoots with boiling of watgroup concludes that a mist flow forms immediately after incipi-
[14]. ent boiling(Jiang et al.[20]; Zhang et al[13]). It would be more
Qu and Mudawaf15] reported a sophisticated analysis of inteasonable, however, to envision that the wall remains wetted,
cipient boiling in a microchannel. Their model examines the hyperhaps with rivulets or heavy droplet deposition—until some
drodynamic and thermal conditions for bubble departure rathfrm of dryout(CHF). Predictions of the heat transfer coefficient
than simply the nucleation condition at a cavity. This is becauge annular flow are presented by Koo et §19] and Qu and
the first bubbles in a low flow condition in a microchannel werdudawar[18]. It should be noted that the recommendations of
observed to depart into the liquid flow, rather than sliding alon@abatabai and Faghfi21] appear to be contrary to the above
the wall as they would in larger diameter channels employed @bservations; they suggest that only flow patterns dominated by
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A (B)

Fig. 2 (A) Test-section cross section, (B) Assembly used for local temperature and heat flux measurements in a PFC simu-
lation (see Ref. [16])

surface tensioifbubble and slugpccur in tubes of 10@m diam-  ynderneath the heater. Boiling curves’ (versusT,—T;,) were
eter. On the other hand, they do acknowledge that when thenerated that terminated in well-defined critical heat fluxes. Un-
bubble size approaches the channel giwbich is the case in usually, the CHF was found to be independent of inlet subcooling,
microchannels), the result is annular flow. and almost directly proportional to mass flux. Although a dimen-
The general conclusion from these studies is that annular fi@i@nless correlation was proposed, most of the quantities in the
is the dominant flow regime in a two-phase microchannel. It rrelation were not varied. The bulk fluid condition at the end of
then reasonable to suggest that the critical heat flux condition'f heated slectlog Wals h'gdh quality Of: everll ﬁuperhelflted. d
caused by dryout of the annular liquid film. However, this may not Jiand et al{12] developed a microchannel heat sink integrate
cause failure of the cooling system, because of conduction in h a heater and an array of implanted temperature sensors.

microchannel block. Vapor blanketing of the portions of the charl- gre \llyer%_up t? 58 c;r e’;f') changgls of rhombii Shlape.’ hza\]/ing a
nels near the heat input will lead to a major redistribution of th% raulic diameter o or olum, respectively, In the

heat flow toward the opposite portions of the channels. If tho -trkrlm(wj-vvtlr(]jeﬂo-mm-lort]g test se(t:tlon. Duvls tto tthe .fabr{ﬁau?n
portions are not vapor blanketed, they can efficiently accommgic 104, theré was no transparent cover plate to view the two-
ase flow. CHF data were taken for once-through water entering

gfggkthe heat transfer, and no CHF will be recorded in the chang 20°C. It appears that the CHF condition was characterized by a

An important aspect of bulk boiling is the fluctuations in flomfapid rise in the average of all _the temperature sensors. The criti-
power was found to be a linear function of the total volume

and pressure, because these fluctuations can initiate instabiliti S rate, which ranged from 0.25 to 5.5 mi/min, as shown in Fig,

Two-phase-flow noise is always present in flow bulk boiling, du 9 o "
to bubble formation or the passage of liquid and vapor. A comprg- Good ponductlon |n.the S|I|co.n.wafers can be assumed, butit is
hensive discussion of fluctuations in minichannels is given tﬁéﬁ possible to determine the critical heat flux or the mass flux for
Kandlikar [22]. Pressure fluctuations, and associated temperat eight data points, because the channel cross-sectional areas are
oscillations, seem to be associated with bailing in microchanndl§t Feported by the authors.

to a greater extent than in conventional channels. This is becausg/mkherjee and Mudawai25] reported CHF data for ultralow

the flow velocities are very low, and bubble formation can cause a
significant disruption of low-quality flow. Observations of boiling

in microchannels are reported by Hetsroni et[@B]. They re- 50
ported pressure drop fluctuations of about 1 kPa max and outl
temperature fluctuations of about 1°C max with the dielectric fluit [ ODevicel: D, =40um, n=35 R
Vertrel XF. Similar small-scale fluctuations were reported for wa 40
ter by Wu and Chen@4]. [ ADevice ! Dy, =40 pm, n=35 /’,
[ oDevice IV: D,=40pm, n=35 i

CHF Experiments for Microchannels 2 30T

The pioneering work on CHF in small channel arrays was ca & [ A
ried out by Bowers and Mudawai1]. They had an array of 17 20 +
circular channels, 51am diameter, 28.6 mm long, in a 1.59-mm- [ A
thick nickel block, heated over the central 10 mm. Although thes [ 0
were actually minichannels, the tests were carried out with R-11 10 | ,AO/"
at low mass fluxes typical of microchannels (7.0—28.2 Kgin. [ o
Inlet pressure was 1.38 bar, and inlet subcooling ranged from : 1. e . .
to 32°C. A single thermocouple monitored the average temper
ture of a 10 mm>10 mm copper block coupling the electric heater Q, mi/min
to the block with the channels. Good conduction around the cir-
cumference of each channel was assumed, so that the heat Higx3 Critical power dependence on total volumetric flow rate
was taken as the heat input divided by the channel wall aré®e Ref. [12])

Journal of Heat Transfer JANUARY 2005, Vol. 127 / 103

Downloaded 06 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Upstream Compressible Volume Instability

Vapor back Micro-channel When there is a significant compressible volume upstream of
flow solid side walls

the heated section, an oscillating flow may lead to CHF. The com-
pressibility could be caused by an entrained air bubble or a flex-
ible hose, but for small channels, a large volume of degassed
liquid is sufficient to cause the instability. The only investigators
of microchannel heat exchangers reporting problems with up-
stream compressible volumes were Qu and Mudaj2&27].

Incoming >
sub-cooled Note, though, that other studies of forced CHF used enclosed
liquid channels so that the flow behavior near CHF could not be ob-

served. So, in those studies without an upstream throttle valve, a
compressible volume instability was likely responsible for CHF.
The cause of instability with a large upstream compressible vol-
ume is a minimum in the pressure drop versus flow rate curve, as
demonstrated analyticallj28] and experimentally29]. In other
words, the criterion for the constant volume instabili§VI) is

JAP

e
Vapor-fiquid Liquid Vapor M ew
mixing layer

=0 )

Operation at the minimum is unstable, because boiling fluctua-

Fig. 4 Sketch of vapor backflow near CHF  (see Ref. [26]); con-  tions, discussed above, cause a transition to a condition where the
sidered here to be onset of excursive instability heat flux can no longer be accommodated, and CHF is the result.

As classified i 30], this is gpressure drop oscillatioimitiated by

a flow excursion(see below), causing a dynamic interaction be-

tween the boiling channel and the compressible volume. This in-
flow rates of water and FC-72, driven by a natural circulatioftability can be eliminated by isolating the boiling channel from
thermosyphon. Both flat boiling surfaces and finned surf@oms  the compressible volume by a throttle valve. Of course, this means
tical, 0.2 mm width, 0.2 mm spacing, and 0.66 mm heigiére an increased system pressure drop.
used in the 21.3:21.3 mm vertical heated surface, i.e., 53 fins.
The gap width was varied from 0.13 to 21.5 mm. Thermocoupl . -
were installed to measure the fluid inlet, fluid outlet, and heat%?xcurswe Instability
midpoint temperatures. The CHF data for the smallest gap areMicrochannel heat exchangers invariably consist of an array of
indicative of flow in a microchannel array; however, the data afgarallel channels conveying the coolant. The temptation is to de-
of limited usefulness because there was no direct measuremengigh these channels using heat transfer and pressure drop data for
either the flow rate or the pressure. It is emphasized that the tesiisgle channels that have flow imposed. When boiling is involved,
were designed primarily to demonstrate the advantages of thewever, this procedure is not valid, because it fails to capture the
thermosyphon, pumpless system. excursive or Ledinegg instability that results from the unique

In a recent paper, Qu and Mudaw@6] report the first com- pressure drop characteristics of a boiling channel.

prehensive study of CHF in rectangular microchannels. The heateThe pressure drop characteristics of a single chafineluding
block contained 21-226821um channels. The heat flux wasentrance and exit losseare necessary to predict this “hydrody-
based on the heated three sides of the channel; in other wordsnaeic” instability. Typical data for these “demand” curves are
conjugate effects were considered. De-ionized, deaerated waseown in Fig. 5; the pressure drop is given as a function of mass
was supplied over the mass flux range of 86—368 kg/inwith an  flow rate for a fixed geometry, but varying inlet temperature, heat
inlet temperature of 30 or 60°C and an outlet pressure of 1.13 bfux, and exit pressure. Although this figure is for subcooled boil-
In order to eliminate upstream compressible volume instabilitiesig, the general concept holds equally well for bulk boiling. The
it was necessary to install a throttle valve upstream of the tgstessure drop starts out lower than the isothermal value for pure
section. For these typical microchannel conditions, an unusuigjuid, because of the reduced viscosity at the wall with heating.
phenomenon was observed as CHF was approached; there waghe flow rate is reduced, boiling is initiated, whereupon the
vapor backflow from all of the channels into the inlet plenumcurve starts to turn around. A well-defined minimum is observed,
This is shown in the author’s sketch, reproduced here as Fig.ahd the curve rises sharply until CHF is observed ét™‘1f the
The following correlation was developed for the 18 points of thisxperiment were not terminated by CHF, the curve would rise

study, as well as R-113 data from the previous stidy further, eventually reaching a maximum and joining the all-vapor
curve.
o po| 141 G2L| 02y | | ~036 The key to the parallel-channel behavior is the minimum, that is
:33.4{ _9) ( ) (_) @ for the excursive instabilityEl)
Ghyg ps ops Dn JAP
| =9 ®3)
It is noted that conventional correlations for water grossly over- El

predict the data, yet it is commonly observed that CHF increaskéshe “supply” curve is that of a centrifugal pump,A,” there
with decreasing diameter. This trend is opposite to that expresseitl be two intersections on the “demand” curveb® and “c.”

by the correlation. This fact, as well as the vapor backflow froctually, the intersectiob is not possible, since operation beyond
the channel inletgwhich contributed to the lack of a subcoolingthe minimum cannot occur; at the minimum, a first-order instabil-
effect), suggests that the data do not actually characterize the iigaloccurs, since a perturbation in flow ratassumed negatiye
CHF of the channels. causes an excursion to poina.” The classification of 30] con-

We suggest thagll of the CHF tests discussed above wersiders this dundamental static instability

affected by instabilities. The two major instabilities that affect As demonstrated analytically and experimentally by Maul-
microchannel heat exchangers are upstream compressible voluratsch and GriffitH 28], the heat flux for this hydrodynamic in-
instability and excursive instability. stability is considerably lower than the heat flux that would be
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Fig. 5 Flow-rate dependence of subcooled boiling pressure drop for water, used to illustrate
excursive instability (see Ref. [29])

obtained with a stabilizing pressure drop at the tube inlet such thhe inlet line before the header; that will cure one type of insta-
the supply curvépump inlet throttle has a steeper negative slopebility but not the other. We suggest this is what happened in the
than the demand curve chosen, “B.” Prediction of the minimunexperiments of Qu and Mudawf26]. They installed the throttle
in the channel pressure drop versus flow rate curve is essentallve to avoid the compressible volume instability, but were still
but sufficient data to do this have been obtained only for misubject to the excursive instability.
ichannels, not microchannels. Once again, the stabilizing pressur&he first step in confirming that this phenomenon is prevalent in
drop will require a higher head pump. microchannel CHF, especially the observationg2§] as shown
Improved microfabrication techniques may make it possible io Fig. 4, is to show that there is a minimum in the pressure drop
build flow restrictions at the inlet of each channel to accomplisturve. The model and earlier data of Koo and co-workés)
the inlet pressure drop. Each orifice must be identical. Since theown in Fig. 6 demonstrate a well-defined minimum. It is em-
orifice will necessarily be smaller than the channels, it will requirphasized that they obtained these results for a single channel; this
a tighter manufacturing tolerance than the channel itself. The paust be the case, as parallel channels would exhibit CHF at the
pers by Thorsen et dl31]and Kandlikar and Grand®2]discuss minimum. Although these results are for pressure drop versus
advanced fabrication methods that might be used to realize thipower input, they can be transformed to pressure drop versus flow
It is noted that the criteria for instability for both the upstreamate[33], also with a conspicuous minimuit.is concluded that
compressible volume instability and the excursive instability amicrochannels with vaporization are prone to excursive instabil-
identical, Eqs(2) and(3). Furthermore, the cures for the instability. The excursive instability results in a lower CHF than would be
ity are identical: upstream throttling. This means that it wouldbtained with stable flow in the individual channels
only be necessary to install the inlet orifices to cure both types of
instability. On the other hand, it is insufficient to install a valve irb .
ostdryout Behavior

The heat transfer coefficient beyond the CHF condition, what-

200 ever the cause, is needed to assess the consequences of exceeding
[ —Calculation the critical heat flux. Jiang et dl12] report the CHF temperature
| e Experiment excursions for the test section described earlier, and for data at
1807 Channel Width : 50 um flow rates of water less than 2 ml/min, as shown in Fig. 3. The
Depzn}7oim postdryout wall temperatures were 185—-250°C. While these tem-
120 | Length :20mm peratures are rather high, they may not result in destruction of the
c | Mass flow rate : 1.66 X 10~ gis heat sink, unless gaskets, bonds, and the electronic device itself
:_. I fail. Note that this is the situation for compressible volume or
< g * Boiling excursive instability; postdryout temperatures would be higher for
3 Onset true CHF.
40 1 .
» Instrumentation
3 ‘ The experience of previous investigators provides meaningful
000‘ — 0‘5‘ — 1‘0‘ — 1‘5' ‘ 20 ,s guidance for the CHF instrumentation of microchannel heat ex-
: : T oqW ‘ ' changers. Visual observations of the boiling in rectangular chan-

Fig. 6 Predictions and data for the pressure drop in a single
microchannel (see Ref. [19])

Journal of Heat Transfer

nels through a transparent cover plate are useful to infer flow
patterns, flow stagnation, and flow reversal. However, given the
small dimensions of the channels and two-phase phenomena, such
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as bubbles, microscopic observation must be used. Even with tiAgknowledgment
it is difficult to distinguish important features, such as the evapo-

rating film in annular flow23]. It is indeed a pleasure to acknowledge the contribution of Ri-

In terms of quantitative measurements, the heat input to tﬁhard C. Chu to thls. paper. Nearly 40 years ago, he C"’?“sed the
reer of A.E.B. to include cooling of computers, particularly

channel should be accurate. This usually means correcting for ” : i c
heat losses to the ambient from actual electronic devices or el%f_gh end” thermal management. Microchannels with vaporiza

trical heaters. There are several ways to express the heat flux. hn acr:ehua gﬁtéjrgle C%lﬁgrgmﬁ O?f égfi Swaé]gnzt”uktgf sw%rglrgo”tfg tt;y
overall performance can be expressed as a heat flux based on atefully acknowledge the continued IBM faculty award for con-

area of the heat input to the microchannel array. However, tfe .. . -
channel behavior re%uires the effective channel gurface area. gggtmg research in this area.
cause of good conduction in the microchannel block, this wi
usually be the channel area exposed to the flextluding the Rlomenclature
cover plate). D = tube diameter, m
A knowledge of the channel surface temperature and heat flux Dy, = hydraulic diameter, m
would be desirable; however, thermocouples or other sensors can- G = mass flux, kg/rhs
not be readily installed around a channel to get the local behavior. hy, = latent heat of vaporization, J/kg

The smallest practical thermocouplgé gauge)has a bead size L = length of channel, m
exceeding the upper limit of channel siz€00 um gap for a P, = pressure, bar
rectangular channel or hydraulic diameter equal to 260. Mul- AP = heated section pressure drop, kPa

tiple thermocouple$12] are preferable to a single thermocouple  Q = volumetric flow rate, ml/min
recording the entire block temperatiifel]. They can be placed in g = power, W

the side near the heater, along the flow direction. Due to expected g, = power at CHF, W

uniform flow distribution, it is necessary to do this only for ag”,q/A = heat flux, W cm 2

single channel. T, = inlet temperature, °C
Experimental uncertainties are another area where particular at- T, = wall temperature, °C

tention needs to be given. The small passage dimensions, and v = mass flow rate, kg/s

associated errors in measuring temperature differences, heat

fluxes, and pressure gradients make it extremely difficult reek Symbols

achieve a high degree of accuracy with conventional measurement p; = density of liquid, kg/m

techniques. pg = density of vapor, kg/th

o = surface tension, N/m
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Thermal Transport in Nanostructured tion devices based on this phenomenon. The development of the

. . . fundamental physics and materials science of thermoelectrics oc-
Solid-State COOImg Devices curred mainly during two periods over the last 200 years. The
basic effects were discovered and macroscopic understanding was
achieved between the 1820s and the 1850s. Interest in thermoelec-

Deyu Li ) ) ) ) tric coolers was renewed in the middle of the 20th century when it
Department of Mechanical Engineering, Vanderbilt was discovered that doped semiconductors made for better ther-
University, Nashville, TN 37235 moelectric materials than metals. In fact, the initial interest in
e-mail: deyu.li@vanderbilt.edu semiconductors and semiconductor physics was not for applica-
tions in microelectronics, but for thermoelectriis]. Following
Scott T. Huxtable several decades of research, the efficiency of thermoelectric cool-

ing devices reached about 10% Carnot efficiency, which pales in

Department of Mechanical Engineering, Virginia Tech, comparison to the 30% efficiency typical of vapor compression

Blacksburg, VA 24061 refrigerators[2]. Thermoelectric research again waned until the

early 1990s, when theoretical predictions indicated that low-
Alexis R. Abramson dimensional materials such as two-dimensid@#l) superlattices,
Department of Mechanical and Aerospace Engineering, one-dimensional1D) nanowires, or zero-dimensiondlD) quan-
Case Western Reserve University, Cleveland, tum dots made for excellent candidates as high-performance ther-
OH 44106 moelectric material§3—5].

The efficiency of a Peltier cooling device is given by its coef-
ficient of performanc€COP). Based on the definitions of thermo-

Arun Majumdar ] ] ) ) ) electric effects and fundamental transport equations, it can be
Department of Mechanical Engineering, University of  shown[6,7]that the COP of a Peltier cooling device is related to
California, Berkeley, CA 94720; Materials its basic material properties, through the dimensionless thermo-
Science Division, Lawrence Berkeley National Lab, electric figure of meritZT. The figure of merit is defined &T
Berkeley, CA 94720 =S?¢'T/k, whereS is the thermopower or Seebeck coefficiant,

is the electrical conductivityk is the thermal conductivity, and

. . . - is the absolute temperature. TE& value for the best bulk semi-
Low-dimensional nanostructured materials are promising candi- nductor materials is approximately unitv. corresponding to
dates for high efficiency solid-state cooling devices based on tﬁ% o S app Yy unity, PC 9

Peltier effect. Thermal transport in these low-dimensional maté- out 10% Carnot efficiency, and has improved only incremen-
rials is a key factor for device performance since the thermoele lly in the past several decades. In order for thermoelectric cool-

tric figure of merit is inversely proportional to thermal conductiv-E"S to become competitive with conventional refrigerators, mate-

ity. Therefore, understanding thermal transport in nanostructurgd@ls with ZT=>3 must _be deve_loped. Increasiad is difficult
materials is crucial for engineering high performance deviceQ€cause the three basic material parame&rs;, andk, are all
Thermal transport in semiconductors is dominated by lattice \félated to the free carrier concentration and are not independent.
brations called phonons, and phonon transport is often markedky 9eneral, doping increases the semiconductor’s electrical con-
different in nanostructures than it is in bulk materials for a numductivity but decreases its Seebeck coefficient. Heat transport in
ber of reasons. First, as the size of a structure decreases, femiconductors is controlled predominantly by lattice vibrations
surface area to volume ratio increases, thereby increasing tfehonons), while electrons generally play a minor role. Nonethe-
importance of boundaries and interfaces. Additionally, at thkess, the excess mobile charge carriers added as dopants can lead
nanoscale the characteristic length of the structure approach&® an increase in the thermal conductivity of the material. Efforts
the phonon wavelength, and other interesting phenomena sucht@geduce the lattice thermal conductivity through alloying or the
dispersion relation modification and quantum confinement magtroduction of interfaces can have the undesirable effect of also
arise and further alter the thermal transport. In this paper wescattering the mobile charge carriers and reducing the electrical
discuss phonon transport in semiconductor superlattices am@nductivity.

nanowires with regards to applications in solid-state cooling de- Although it is theoretically possiblg€2], it is unlikely that a
vices. Systematic studies on periodic multilayers called superlataturally occurring bulk material witd T >3 will ever be found.
tices disclose the relative importance of acoustic impedance midewever, with advances in micro/nanofabrication and metrology
match, alloy scattering, and crystalline imperfections at thever the last decade, novel low-dimensional nanostructured mate-
interfaces. Thermal conductivity measurements of mondals such as superlattices, nanowires, and quantum dots have
crystalline silicon nanowires of different diameters reveal thehown promise as potential thermoelectric materials. Observations
strong effects of phonon-boundary scattering. Experimental ref ZT>1 have recently been reported for superlattices and quan-
sults for Si/SiGe superlattice nanowires indicate that differentim dots[8,9]. Figure 1 shows representative data of historical
phonon scattering mechanisms may disrupt phonon transportigiprovements oZ T at room temperaturgl0].

different frequencies. These experimental studies provide insighiwhy are low-dimensional nanostructured materials promising
regarding the dominant mechanisms for phonon transport igandidates for high efficiency thermoelectric devices? In semicon-
nanostructures. Finally, we also briefly discuss Peltier coolerguctors, electrons and holes carry charge, while lattice vibrations,
made from nanostructured materials that have shown promisiggiled phonons, dominate heat transport. When the characteristic

cooling performance[DOI: 10.1115/1.1839588 length of a structure becomes comparable to the electron wave-
) length, \, its electronic density of states changes and sharp edges
Introduction and peaks are produced. The locations of these edges and peaks

The Peltier effect describes the release or absorption of h&gpend on the characteristic size of the structure and can be ma-
when an electric current passes across a junction of two dissimifdpulated with respect to the Fermi energy to tailor the ther-
materials. Ever since the discovery of the Peltier effect in 183810power, S. In addition, such quantum confinement may also
there have been efforts towards developing solid-state refrigetdcrease the electron mobility, which leads to a higher value. of

The overall effect is an enhanced power fac&y, due to the

Manuscript received May 21, 2004; revision received July 31, 2004. Revieantum Confin.emefnt of nanostructuf@®]. Furthermore, when
conducted by: C. Amon. the characteristic size of a nanostructure becomes comparable to
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with Sb and Se in the 1950s, no bulk materials with

(see Ref. [10]). History of
ZT, at 300 K. Since the discovery
,Te; and similar alloys
(ZT)BOO K

>1 have been discovered. Recent studies in nanostructured
thermoelectric materials have led to a dramatic increase in
In the figure, RV denotes Venkatasubramanian

(ZT)300 K-

et al.'s data in Ref.

Ref. [9]

[8] and TH denotes Harman et al.’s data in

tion occurs when the size is comparable to the phonon mean free
path (mfp). The phonon mean free path can range from about 1
nm to hundreds of nanometers, depending on the material and its
temperature. For example, when phonon dispersion is considered,
the calculated phonon mean free path in mono-crystalline silicon
at room temperature is close to 300 fhb8]. When the character-
istic size of a nanostructure becomes comparable to the phonon
mean free path, boundary, or interface, scattering becomes signifi-
cant, and the structure size becomes the limiting factor in the mfp.
The second type of interaction relates to wave interactions in a
medium, i.e., when the wavelength of a phonon corresponds to the
nanostructure size, the phonon dispersion relation can be altered.
This modifies the phonon group velocity and density of states.
Furthermore, because phonon-phonon scattéringnal and Um-
klapp) depends on certain selection rules of momentum and en-
ergy conservation, changes in the phonon dispersion relation
could also alter the mean free path due to the changes in phonon
scattering. Despite substantial theoretical investigations regarding
these interactions and some experimental observations providing
preliminary data, considerable work needs to be done in order to
achieve a more complete understanding of phonon transport in
nanostructures. In the sections that follow, we first discuss heat
transport in 2D confined materials or superlattices, and then 1D
confined materials or nanowires.

Thermal Transport in Superlattices. Experimental studies
on thermal transport in epitaxial superlattices, or periodic multi-

the phonon mean free path, the increased importance of bound{ayers, span more than two decades. Most experimental studies
ary and interface scattering of phonons may cause the therrhave used superlattices of Si, Ge, and/or their alloys or superlat-
conductivity of the nanostructure to fall well below that of a comtices composed of various IlI-V compounds. In superlattices,
parable bulk material. In addition, the phonon spectra and phonedth wave and particle-like phonon effects have been observed,
density of states may also be altered when the characteristic S¥#ring not only richness in physics but also difficulties in pre-
becomes comparable to the phonon wavelength, causing a furtdigtions.
reduction in thermal conductivity.
In general, nanostructures provide the possibility of using codone by Narayanamurti et 4ll9]in the late 1970s. They studied

finement effects to increas® and o, while reducingk. Even

The pioneering work on phonon transport in superlattices was

monochromatic phonon transport across lattice matched GaAs/

though significant progress has been made in this area over Al&aAs superlattices at extremely low temperatures1(K).

past decade, a deeper understanding of charge and phonon traheir results showed the existence of a phonon band gap, which
port in semiconductor nanostructures must be achieved in order@sulted from the interference of waves reflected from multiple
design materials wit@ T greater than 3. In this paper, we focus orinterfaces, i.e., Bragg reflection. For wave-like interference to oc-
thermal transport in nanostructures and discuss recent experimeyt, the mean free path of phonons must span multiple interfaces
tal work on semiconductor superlattices and nanowires. Our focitisorder for coherence to be preserved. In this regime, the phonon
is on phonon transport since the contributions of mobile chargéspersion relation is modified and zone folding occurs, resulting
carriers to the thermal conductivity are generally small and cam multiple phonon band gap0]. Effects from this miniband
often be accurately estimated using the Wiedemann—Franz laiormation could lead to altered thermal transport behavior in su-

Thermal Transport in Low-Dimensional Nanostructures

perlattices. First, the group velocity of phonons is reduced signifi-
cantly, especially for higher energy acoustic phonons. Second, be-
cause the dispersion relations are modified, there are many more

Size Effects on Phonon Transport. Thermal transport in possibilities for conservation of momentugwith reciprocal lat-
low-dimensional semiconductor nanostructures has been studiieg vectorG) and energy involved in normal and Umklapp scat-
extensively over the last decadl&l-17. Despite these efforts tering[21]. Hence, the scattering rate is increased. However, mini-
there is still much to be learned about heat transport in thekand formation requires coherent phonons. At room temperature,
nanoscale materials due to the complexity that arises from thebroadband of phonons is thermally excited and various scatter-
interplay between(i) the broadband nature of phonons, i.e., theing mechanisms limit the coherence length to a few nanometers at
mal transport involves phonons of a wide range of frequenciemost, which prevents wave interferen@2]. Therefore, it is un-

(ii) the temperature dependence of the phonon spectral eneliggly that these wave effects play a significant role in heat trans-
distribution, which is similar to the photon spectral energy distriport at room temperature.

bution from blackbody radiation; ar(di) the size of a nanostruc-

Phonon scattering at individual interfaces may arise frgjran

ture, which is often comparable to the phonon mean free paboustic impedance mismatch: acoustic impedance is defined as
and/or wavelength and requires that the effects of interfaces ahé product of the mass density and the phonon speed of sound
boundaries be considered. Because of this complexity, it is oftand is analogous to the index of refraction in optics, i.e., a phonon
difficult to predict the nature of thermal transport in nanostruagnay scatter when it encounters an interface between materials of
tured materials without a fundamental understanding of the reldifferent acoustic impendence just as a photon scatters when it
tionships between the aforementioned characteristics. Systematicounters a change in the optical index of refracti@ghphonon
studies over the last decade have provided some clues as to hospectra mismatch: if the two adjacent materials exhibit different
control thermal transport using nanostructures, and, more interggtonon spectra characteristics, phonons of specific frequencies
ingly, how to reduce the thermal conductivity for thermoelectricannot propagate to the neighboring layer without undergoing
applications.
The influence of the nanostructure size on thermal conductivitsgces between materials with different lattice constants often con-
arises primarily from two types of interactions. The first interadain dislocations and defects, which can also scatter phonons and

Journal of Heat Transfer

mode conversion(iii) interfacial dislocations and defects: inter-
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alter thermal conductivity(iv) interface roughness: depending on &

. 15 LI U LRI Ty LI LI
the processes used to grow the materials, there could be bott A  sissi IGe ! A 'tt T AR RERRE
physical roughness as well as alloying at the interface, which can= 073603 SUPer a. |c.es. e o ® o<300A]
further hinder phonon transporty) interfacial strain: even in a E oo’

perfectly aligned, dislocation/defect free interface, strain experi- 2
enced by one or both materials may affect the thermal character-'S 10
istics. b
Thermal transport in GaAs and AlAs superlattices has been 3
studied widely{ 23—26. The results indicate that the thermal con- 'E
ductivity decreases as the interface density increases, cleary@ 5
showing the importance of the interfacial thermal resistance. As
pointed out by Mahail], as much as a fivefold reduction in the
thermal conductivity in comparison with the bulk constituents has
been found.
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Systematic measurements on Si and Ge superlaftzs3]] 050 100 150 200 250 300 350 400
disclosed some phonon transport mechanisms, but also presente
some further puzzles. Lee et §27] measured the cross plane Temperature (K)
thermal conductivity of a series of Si/Ge superlattices with peri-
ods ranging from 30 to 275 A over a temperature range of 80—48@: 2 Cross-plane thermal conductivity of Si.  /Si,Ge;_ super-

. lattices and a 3.5- um-thick Si ;4Geg; alloy. The labels on the
K. Thes_e data S.UQQeSt that for Sm.?” perlpdS?Q A), Wh_en_the_ lot refer to the periolc; thickness o (seo'e1 Refs)./ [30,31]). Since ther-
layer thickness is less than the critical thickness for misfit disl@na| conductivity data as a function of temperature for Si ~ ,Ge;_,
cations to be nucleated at the interface, the thermal COﬂdUCthaWoys of arbitrary  x is not readily available, all comparisons are
decreases with decreasing layer thickn@ssncreasing density of made with a Si ;,,Ge,; alloy. Since the thermal conductivity
interfaces). However, as the layer thickness increases beyond $#@e;_, alloy changes only marginally for 0.1 <x<0.9 this
A, the thermal conductivity also decreases and falls below ttiakes for a reasonable comparison
value of the short-period samples. The authors argued that for
these longer-period superlattices, a high density of defects was
likely present due to the strain in the thicker lattice-mismatched o ]
layers and that these defects caused the reduction in thermal cépiductivity approaches, but never falls below, that of aGe, ;
ductivity. Chen and Neagi28] and Borca-Tascuic et dl29] ob-  alloy. To explain this, Huxtable et a[31] then systematically
served similar phenomena but they speculated that the lower thigitdied  thermal  transport in  Si- and o Jb&, and
mal conductivity of thicker period superlattices could be the resufxCeL-x/SiyGe, -y superlatticegsee Fig. 3). It is worth noting
of residual stress in the layers. Their argument was based on @t for SiGe,_ alloys both the lattice parameter and the acous-

fact that the measured dislocation densities in their samples wife/MPedance can be estimated as a linear combination of the
rﬁ§pectlve Si and Ge properties. Hence, by varyirandy one

orders of magnitude lower than the densities required to accoltuld methodically span the range of acoustic impedance and lat-
for the strong reduction in thermal conductivity. Recent m°|eCUIZErce mismatch that was previously unavailable in Si/Ge superlat-
dynamics studief32,33]showed that an imposed strain can resulice studies. These investigations led to the following understand-
in a significant decrease in the thermal conductivity. Moreover, fgg.  When |x—y|=<0.1, “acoustic impedance and lattice

short-period superlattices, the atoms adjust their positions matches in the two materials are sufficiently small that inter-
minimize the interfacial strain between adjacent layers, while féacial phonon scattering is marginal, whereas alloy scattering is
longer period superlattices, some atoms can keep their natutaminant, rendering the superlattice structure unimportant. When
lattice constants and the interfacial strain is larger. The calculated-Y|~0.3, the lattice mismatch is still sufficiently low that, de-

interfacial thermal resistance of each interface gets larger as #ighding on the growth conditions, the generation of interfacial

period length increases. This result favors the argument madecLﬁgeCtS and dislocations can be reduced or eliminated. However,
Borca-Tascuic et a[:29] the acoustic impedance mismatch is large enough for phonon re-

The effects of interface dislocations and defects are extreméll?/cnon at the interfaces to be the dominant scattering mechanism.

hard to address accurately. Interface disorder introduces diffuse

scattering but disorder in a superlattice is typically modest. It is

mainly limited to interface roughnega finite density of interface

steps)and substitutional alloying at the interfaces caused by sur- ¥, 10 P+
face segregation during growth. Unfortunately, this interface E | Sig74G@y 56/Si; 54Gey 4 SUperiattices |
roughness in an epitaxial superlattice is sensitive to the material,&. SiosGey.4 alloy (3.5 pm) |
growth method, growth conditions, and deposition rate—and thus =~ 000000 Lo

rT1T1J7

Thermal C

it is extremely difficult to control and characterize. Furthermore, £ i . Sand ves® ® S 0 0 o
asymmetry of the interface is often pronounced, i.e., the growth of 5 - .o':.;l ALl wa g -
material A on the surface of material B creates a different interface 8 g | " % i
than the growth of B on A. Strained-layer superlattices such as=g o 100 A 200 A

Si—Ge can harbor high densities of crystalline defects when theg

layer thickness exceeds the critical thickness for the extension ofQ - A vvvyy 1
misfit dislocations; growth on relaxed buffer layers reduces the g L v \ i
density of threading dislocations but the misfit density will still be & Si, 4Ge, ,/Siy1Ge, s superlattice (150 A)
large when the critical thickness is exceeded. @ o . . , . . ,

To further explore the interfacial thermal resistance, Huxtable {£ 0 ——-smmmbesibbomm b s
et al. [30] more recently have shown that for superlattices of Si 0 50 100 150 200 250 300 350 400
and Sj,Ge 3, where the critical thickness is much larger than Temperature (K)

that for Si and Ge superlattices, the thermal conductivity scaled

almost linearly with interface density supporting the data of Legg. 3 Cross-plane thermal conductivity of Si «Ge;_,/Si,Ge;_,
et al.[27] and Borca-Tascuic et gl29]. The measurement resultssuperlattices and a 3.5- um-thick Si o4Ge, ; alloy. The labels on
in Fig. 2 show that as the interface density increases, the therrtal plot refer to the period thickness  (see Ref. [31])
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In such cases, although the superlattice thermal conductivityianowires. In a more recent stu@40], the phonon density of
inversely proportional to the interfacial density, it is difficult tostates of nanocrystalline irofwith an average particle size of 9
decrease the thermal conductivity below the alloy scattering limitm) was measured using nuclear resonant inelastic x-ray scatter-
i.e., if the SiGe _,/SiGe _, superlattice is mixed homog- ing under various pressures. Results showed that the nanocrystal-
enously into an alloy. Foix—y|=0.6, however, the acoustic im- line material exhibited an enhancement in its density of states by
pedance mismaitch is large and the lattice mismatch is sufficienfactor of 1.7—2.2. Even though this work was not directly on
such that defects and dislocations are generated at the interfaggss-like samples, similar phenomena could be expected when
In such cases, the superlattice thermal conductivity is generallyre diameters are in the same regime.
lower than the alloy scattering limit. However, since acoustic im- Experimental measurements of thermal transport in nanowires
pedance mismatch increases along with lattice mismatch, it is d-an extremely challenging task sind€®: handling and manipu-
ficult to determine whether the strong reduction in thermal comating individual nanowires is not trivial; andi) isolating, and
ductivity observed in these samples is due to the additiongliantifying, heat flow through a single nanowire is difficult at
defects, or if it is due to the fact that the acoustic impedangsst. At the present time, only two techniques have been devel-
mismatch is much greater. Further measuremg8#gon similar  oped to quantitatively measure thermal transport in nanowires. Shi
superlattices grown at lower temperatures to minimize the defegtal.[41] developed a general technique to measure the thermal
density indicate that the acoustic impedance mismatch is tbenductivity of individual nanowires and nanotubes. In this tech-
dominant mechanism for the reduction in thermal conductivity iRique, a microfabricated test structure consisting of two adjacent
these structures. symmetric silicon nitride (Si) membranegislands)suspended
There have been two reports of thermal conductivity offBi by long silicon nitride beams was batch fabricated. A platinum
and ShTe; superlattices. These materials are of significant intefesistor was deposited on each membrane such that it could serve
est in thermoelectric applications since they possess Bigeal-  as a heater to increase the temperature of the suspended island, as
ues. Venkatasubramani§8] showed that as the superlattice pewell as a resistance thermometer to measure the temperature of
riod thickness increases, the room temperature thermpk island. Each resistor was electrically connected to four contact
conductivity reaches a minimum for a period thickness of 5 nnpads by metal lines on the suspended,3iams, thus enabling a
and that this value is lower than the thermal conductivity of thur-point measurement of the voltage drop and resistance associ-
corresponding alloy. It was suggested that this was due to phongiad with each resistor. Individual nanowire, nanotube, and nano-
band gap effects. However, Touzelbaev e{ 3] examined simi- pelt samples may be placed across the two suspended membranes
lar superlattices yet did not find any significant change in thermghapling the sample to thermally bridge the two islands. One
conductivity when the superlattice period was varied. Hence, fiembrane can be Joule heated to cause heat conduction through
remains inconclusive as to whether phonon band gap effects g{g sample to the other membrane. With this known heat flux
indeed present. through the sample, the thermal conductance, and hence thermal

Thermal Transport in Semiconductor Nanowires. Nanow- conductivity can be determined once the temperatures of each
jsland are measured.

ires are quasi-1D or 1D materials with diameters below 100 nnv. . . . .
One major source of error in this technique comes from the

Due to the large surface area to volume ratio and small diameter,

phonon boundary scattering in nanowires is much stronger thantk rmal contact resistance. The measured thermal conductance is a

bulk materials, which leads to a reduced phonon mean free p%?{ies conductance of the two junctions between the nanowire and
and reduced thermal conductivity for nanowires. Additionallyin® Suspended membranes in addition to the intrinsic thermal con-
when nanowire diameters are reduced to tens of nanometers, dHgtance of the nanowire itself. Li et #2]addressed this prob-
phonon dispersion relation could be altered due to confinement'§f by locally depositing amorphous carbon films at the
the phonon spectrum is altered, the phonon group velocity aR@howire-heater pad junctions with a scanning electron micro-
density of states will be affected. Furthermore, the scattering rateoPe to reduce the thermal resistance at the nanowire-island junc-
of phonon-phonon interactions will be modified, which will alsdions. It was estimated that Wlth the carbon deposition, the error
alter the thermal transport. Finally, if the wire diameter reduces fgPm the thermal contact resistance could be reduced to a few
several nanometers, quantum confinement will limit the availabR€rcent of total thermal resistance for most nanowire samples.
phonon energy states, which reduces the lattice heat capacity aH#$ technique can be regarded as a general technique for nano-
hence, thermal conductivity. wire and nanotube thermal conductivity measurements since
For low to moderate frequency phonons, the phonon dispersianowires and nanotubes mac_ie of any material can be measured
can be calculated by acoustic wave theory if the medium may B& long as they can be placed in between the two suspended mem-
regarded as continuous. It is well known that in continuum matgranes. _ o o
rials, classical acoustic wave theory gives a linear dispersion re-With this technique, the thermal conductivities of individual
lation. However, this dispersion relation for acoustic phonons §ngle crystalline Si nanowires with diameters ranging from 22 to
altered for low-dimensional materials because of the boundak}5 nm have been measuret®] [see Fig. 4a]. Compared to the
conditions imposed. Aulfi36] gives a detailed discussion on thisthermal conductivity of bulk Si, the thermal conductivity of Si
topic with regards to waveguides for both 2D thin plates and 1Danowires is reduced significantly, indicating that phonon-
cylindrical rods. In the 1990s, when electron transport in nanowoundary scattering dominates the thermal transport in these
ires was considered, several studies on the phonon dispergi@nostructures. For the 37-, 56-, and 115-nm-diam wires, thermal
modification in nanowires based on acoustic wave theory wegenductivities reached maximum values around 210, 160, and 130
published 37,38]. It was claimed that confined phonons producé, respectively. This shows a sharp contrast to that of bulk Si,
larger scattering rates for electrons than the bulk-like phonorwhich has a peak value of about 6000 W/m K near 25 K. The shift
Based on acoustic wave theory, in nanowires phonon confinemehthe peak suggests that as the wire diameter is reduced, phonon-
will result in nonlinear dispersion and a series of acoustic suboundary scattering dominates over phonon-phonon Umklapp
bands at wave vectors close to the Brillouin zone center. Howevegattering, which decreases thermal conductivity with increasing
direct experimental evidence of the acoustic phonon modes tegmperature. At low temperature, the thermal conductivity of a
nanowires is very limited. In 1992, Seyler and Wybouf88] 22-nm-diam wire deviated significantly from the Debyé law
presented an experiment showing that the steady state resistdgsee Fig. 4b], suggesting that at this scale effects other than
of metal wires with cross sections between 600 and 180D nmphonon-boundary scattering—possibly changes in phonon disper-
subject to an electric field exhibited periodic resonances thsibn due to confinement—may have appreciable effects. The ther-
scaled with the width of the wire. They found that the resonance®al conductivity of the 22 nm wire also fell below a theoretical
corresponded to the phonons in higher acoustic subbands of gnediction[43] that only considers boundary scattering enhance-
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c vy i Another experimental technique to measure phonon transport in
8 1€ 3 1D nanostructures was developed by Tighe ef48]. Their ef-
= - 3 forts started with the design and fabrication of a microdevice in
£ . ] which a thin, rectangular intrinsic GaAs thermal reservoir
e [ ] (~3 um?) was suspended above the substrate by four intrinsic
I'E 0.1 L . L L GaAs beams (200 nm300 nm). The latter constituted the ther-

10 20 40 60 80 100 mal conductors of interest. The isolated reservoir was Joule heated

by a source transducer patterned above it. The reservoir cooled
through the long, narrow, monocrystalline GaAs bridges that sus-

) - . . . . pended it. Measurements of an elevated reservoir temperature,
Fig. 4 Thermal conductivity of single crystalline Si nanowires arising in response to the heat input, were achieved using a sec-
(see Ref. [42]). The solid line in (a) is the best fit from Ref. [43]. 9 p put, 9
The low temperature behavior is shown in  (b) ond, and separate, local sensor transducer. These transducers were
made byn+ doped GaAs llp=2x10" cm 2, ~100 nm line-
width, 150 nm thick). With this device, they successfully mea-
sured the total thermal conductance of the four GaAs bridges and
deduced the phonon mean free path in the GaAs beams from 1.5
ment, indicating that some other effect must be responsible for thee K. Later, similar measurements were performed on 100 nm
reduction in thermal transport observed for this nanowire. It ig 250 nm doped and undoped GaAs beams from 4 to 4@%K.
interesting to note that thermal conductivity measurements @ of these measurements showed a strong thermal conductance
nanocrystalline Zr@:Y ;0 [44,45]thin films showed similar size reduction in comparison with corresponding bulk values. An in-
dependence. The thermal conductivity reduction with grain sizgresting observation here is that between 20 and 40 K, the ther-
was marginal until the grain size approached 30 nm, where théy| conductance deviated from the Deydlaw and the phonon-
thermal conductivity decreased rapidly with further reduction iBhonon scattering rate deduced from the curve fitting of a
grain size. It is not clear if there is any direct correlation betwee@a”away analysis is approximately ten times higher than corre-
these two phenomena. ) ___sponding bulk values. This phenomena is not yet fully understood.

_The thermal conductivities of 58- and 83-nm-diam Si/SiGe’ A sjgnificant result obtained with this technique was the dem-
single crystalline superlattice nanowires have also been reporigkiration of quantum phonon transport in nanostructures at very
[46] (see Flg. 5). The results_ for these nanowires indicated t_hg{,\, temperature €6 K) [50,51]. The device was modified from
alloy scattering was the dominant phonon scattering mechanisghas to silicon nitride films with Cr/Au resistors serving as the
although boundary scattering also played a role in reducing tRgater and thermometer on the phonon cavity. Theoretical argu-
thermal conductivity. It was argued that while short-wavelengthents from Rego and Kirczenof2] were used to design the
acoustic phonons were effectively scattered by atomic scale poiifape of the beam to ensure ideal coupling between beams and the
imperfections in the SiGe alloy segments, long-wavelength acoygermal reservoir. Experimental results showed that at extremely
tic phonons were scattered by the nanowire boundary. This resgly temperature, the thermal conductance by ballistic phonon
is consistent with the pioneering theoretical work of G°|d5m'§’ransport through a one-dimensional channel approaches a maxi-
and Penr[47], which states that in solid solutions or alloys, th‘?num value ofgy= wzkéTISh (wherekg is Boltzmann’s constant

high frequency phono_ns are strongly scattered by point !mperf 1d h is Planck’s constant), the universal quantum of thermal
tions. Thus, even at high temperatures, boundary scattering, th ductance '

affects the low frequency phonons, can be important to phonon
transport. These results provide some insight into methods to cqn- . .
trol thermal transport in nanostructures for thermoelectric applic%l-anOStrUCtured Cooling Devices

tions. By distinguishing the contributions to the thermal conduc- While intense research is being performed on the thermoelec-
tivity from low, moderate, and high frequency phonons, and usingc, electric, and thermal properties of nanostructured materials,
different scattering mechanisms to block transport of phonons thfe overall performance of nanostructured cooling devices has

Temperature (K)
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tion in nanowires may also be significant. Quantized phonon
transport in nanostructures at very low temperature has also been
demonstrated experimentally.

Due to the complex physics involved with phonon transport in
low-dimensional nanostructures, the available experimental data
are still not sufficient to enable accurate description of the phe-
nomena. The effects of interfacial phenomena and phonon disper-
sion modification are still not well understood. For 1D nanostruc-
tures, only limited experimental data on GaAs, Si, Si/SiGe
superlattice nanostructures exist. Nanowires with promise for
thermoelectric devices, such as SiGe, B84, and BiSb, have
not been thoroughly studied to date. To fully understand the trans-
port phenomena, heat capacity measurements on individual

Cooling (°C)
- N

o

-1 nanowires should also be carried out. While it is imperative to
o 200 400 600 800 1000 understand the fundamental transport phenomena in nanostruc-
tures in order to design a device willT >3, it is equally impor-
Heat Load (W/cm?) tant to fabricate actual nanostructured cooling devices so that the

overall device performance can be measured. For example, theory
predicts extremely desirable thermoelectric properties of Bi and
Bi, Te; nanowireg57], yet no nanowire based thermoelectric de-
vice has been made from these materials.

Fig. 6 Device performance of a Si /SiGeC thermoelectric cooler
(see Ref. [54])

also been explored. Venkatasubramanian e{&]. reported a Nomenclature

value of ZT=2.4 and cooling power densities as high as h

Planck’s constant] |

700 Wicnt for thermoelectric devices made from ,Be; and kg = Boltzmann’s constar{t)/K]

Sh,Te; superlattices. Harman et &] measured the overall ther- k = thermal conductivitf W/m K]

moelectric figure of merit of PbSeTe/PbTe quantum dot superlat- S = thermopower or Seebeck coefficigWK]

tice structures and foundT values between 1.3 and 1.6. A maxi- T = temperaturdK]

mum cooling of 43.7 K was obtained compared with 30.8 K for ZT = dimensionless thermoelectric figure of merit
the best conventional bulk (Bi,Sk{)Se, Te) thermoelectric mate- ¢ = mean free patlimfp) [m]

rials. A prototype cold point-contact thermoelectric cooler based M\ = wavelengthim]

on p-type BiysSh, sTe; and n-type Bi,Te, oS, 1 material system o = electrical conductivityf S/m]

has also been fabricat¢f3] and an enhanced thermoelectric fig-
ure merit of 1.4-1.7 was achieved at room temperature. NanQaferences
structured cooling devices based on Si/SiGeC superlattices have
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